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ABSTRACT

This dissertation consists of three papers that analytically and empirically
explore how to better engage firms and supply chains in environmental
sustainability initiatives. Together, these papers contribute to the understanding
of mechanisms and choices associated with the adoption of environmental
initiatives, and to the understating of how environmental information acquisition
and sharing affects decisions to adopt environmental initiatives.

In the first paper, Energy Efficiency: Picking Up the Twenty-Dollar Bill, we
employ a game-theoretic model to analyze organizational barriers to adopting
capital energy efficiency initiatives. We find that operating managers
under-propose energy efficiency projects because the lack of expertise in energy
efficiency increases project due diligence costs, causing such projects to be
under-adopted by senior management compared to other capital projects
yielding comparable economic benefits. We also find that firm-level
environmental goals and partnerships with technology providers are more
effective than subsidies in increasing the adoption of energy efficiency projects
because they directly address managers’ reluctance to propose such projects.

In the second paper, Engaging Supply Chains in Climate Change, we theorize
and hypothesize on several factors that motivate suppliers to share climate

change information with buyers when buyers request it. We test our hypotheses
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using data from the Carbon Disclosure Project’s Supply Chain Program. We find
evidence that suppliers are more likely to share this information when requests
from buyers are more prevalent, when buyers appear committed to using the
information, when suppliers belong to more profitable industries, and when
suppliers are located in countries with greenhouse gas regulations.

In the third paper, The Supply Chain Impact of Environmental Labeling Decisions,
we use analytical models to analyze two questions retailers face when
contemplating the adoption of environmental labels: (1) Should the retailer
choose an information label or a seal of approval label, and (2) Does the
environmental performance of the product depend on the party in the supply
chain making this decision? We find that the suitable label type depends on
demand uncertainty, consumer perception, and costs to obtain labels. Also, in the
majority of realistic scenarios, the retailer prefers a higher environmental

performance level than the supplier.
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Introduction

1.1 OPERATIONS AND THE ENVIRONMENT

Research at the intersection of operations management and environmental
management has been growing rapidly in the past several years. Issues about
climate change and the environment add novel dimensions to traditional
operational decisions [8, 42 ]. Most fundamentally, operational decisions are
subjected to additional constraints limiting energy usage, waste, and
environmental externalities such as pollution and carbon emissions, and are
evaluated with additional performance measures associated with the environment.
Because of the scope and the nature of environmental issues, operational
decision-makers also face unique challenges in the following ways: (1)
operational decision-makers need to take into account a wider set of stakeholders,

such as regulators, institutional investors, and non-profit organizations; (2)
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operational decision-makers need to acknowledge and manage indirect and
unclear financial benefits associated with environmental initiatives due to
evolving consumer perception and regulations, and (3) because of the life-cycle
nature of environmental performance measurement, decision-makers need to be
aware that operational decisions have significant environmental repercussions on

other members in the supply chain. These issues are explored in my dissertation.

1.2 OVERVIEW OF DISSERTATION RESEARCH

In three chapters, my dissertation analytically and empirically explores how to
better engage firms and supply chains in environmental sustainability initiatives.

Chapter 2, titled Energy Efficiency: Picking Up the Twenty-Dollar Bill, examines
organizational barriers to energy efficiency initiatives and analyzes mechanisms
that can be used to increase the adoption of energy efficiency initiatives.
Although numerous studies have shown that energy efficiency initiatives can
simultaneously generate positive economic benefits (i.e., returns) for and reduce
the environmental impact of a firm, many firms continue to under-invest in such
win-win opportunities. We use a game-theoretic model to illustrate how a firm’s
capital budgeting process can be a barrier to adopting energy efficiency projects
despite their attractive economic benefits. We study three mechanisms used to
promote the adoption of energy efficiency projects: firm-level environmental
goals, governmental subsidies, and partnerships with technology providers.

We find that the two-level decision-making structure of the capital budgeting
process and high due diligence costs—due to a lack of expertise in energy
efficiency—cause such projects to be under-adopted compared to other capital
projects yielding comparable economic benefits that involve more familiar
technologies. In the capital budgeting process, an operating manager must decide
to propose a project, and then the senior management decides whether to
implement the project. Because an energy efficiency project is typically outside
the scope of the firm and thus the manager’s expertise, the manager incurs a

higher cost of effort to perform due diligence for the project and thus is less likely
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to propose the project. We also found that environmental goals and partnerships
with technology providers are more effective than subsidies in increasing
adoption of energy efficiency projects because they directly address the
manager’s reluctance to propose an energy efficiency project. However,
environmental goals lower the firm’s overall payoft and partnerships with
technology providers introduce operational complexity. Governmental subsidies
that increase projects’ economic benefits indirectly affect the manager’s decision
to propose the project, and thus are less effective for increasing the adoption of
energy efficiency projects.

Chapter 3, titled Engaging Supply Chains in Climate Change, examines how to
incentivize members of the supply chain to adopt an environmental initiative on
sharing climate change information. Suppliers are increasingly being asked to
share information about their vulnerability to climate change and their strategies
to reduce greenhouse gas emissions. Their responses vary widely. We theorize
and empirically identify several factors associated with suppliers being especially
willing to share this information with buyers, focusing on attributes of the buyers
seeking this information and of the suppliers being asked to provide it. We test
our hypotheses using data from the Carbon Disclosure Project’s Supply Chain
Program, a collaboration of multinational corporations requesting such
information from thousands of suppliers in 49 countries.

We find evidence that suppliers are more likely to share this information when
requests from buyers are more prevalent, when buyers appear committed to using
the information, when suppliers belong to more profitable industries, and when
suppliers are located in countries with greenhouse gas regulations. We find
evidence that these factors also influence the comprehensiveness of the
information suppliers share and their willingness to share the information
publicly. For a buyer looking to incentivize its suppliers to share their climate
change information, there are two different levers it can use: demonstrating the
buyer’s commitment to use the suppliers’ shared information through supplier
score cards and procurement policies, and reaching out to work with other

buyers to request climate change information from the suppliers. Also, the need
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to invest in these levers depends on the suppliers’ industry and country contexts.
For example, if a supplier is in a profitable industry, the supplier is already likely
to share its climate change information, and thus it is less necessary for the buyer
to invest in these levers.

Chapter 4, titled The Supply Chain Impact of Environmental Labeling Decisions,
examines the choices facing a retailer adopting an initiative on environmental
labeling. As environmental performance gains significance as a differentiating
feature of a firm’s products, many retailers are considering the use of labels to
communicate the environmental performance of their offered products more
easily to consumers, and have begun to measure and control their suppliers’
environmental performance. However, little is known about how decisions
regarding these labels affect supply chain behaviors and environmental
performance. We use game theoretic models to analyze two important questions
facing a retailer contemplating adoption of environmental labels: (1) What type
of environmental labels should the retailer choose, and (2) Does the
environmental performance of the product depend on the party in the supply
chain making this decision? To answer the first question, we focus on two types
of widely used environmental labels: information labels (e.g., the Carbon Trust’s
footprint labels), which communicates the level of environmental performance,
and seal of approval labels (e.g., Green Seal Certification), which assert that the
product has good environmental performance according to the labeling
organization’s standard. To answer the second question, we analyze decisions
made under three models: (1) the Supplier-Choice model, in which the supplier
makes the decision about the environmental performance of the product that it
supplies to the retailer, (2) the Retailer-Choice model, in which the retailer
chooses the environmental performance of the product for the supplier, and (3)
the Benchmark model, in which a vertically integrated supply chain chooses the
environmental performance that maximizes the supply chain profit.

We find that when there is no uncertainty in product demand, the retailer, the
supplier, and the vertically integrated firm prefer the same optimal level of

environmental performance. However, this alignment breaks down in the
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presence of demand uncertainty. In the majority of realistic scenarios, the retailer
prefers a higher environmental performance level than the supplier, thus the
retailer faces reduction in payoff when leaving environmental performance
decisions to the supplier. Moreover, these results confirm anecdotal observations
that retailers, rather than suppliers, are crucial enablers of environmental labeling
initiatives. We also expect that seal of approval labels will be more prevalent in
the scenarios in which (1) there is more uncertainty in product demand, (2) the
product’s environmental performance is more difficult for consumers to
interpret, (3) the additional cost to acquire seal of approval labels is lower, and
(4) the retailer can persuade the supplier to share part of the additional cost to
acquire the label.

1.3 CONTRIBUTIONS

My dissertation builds upon and contributes to two main streams of literature
at the intersection of operations management and environmental management.

Firstly, dissertation contributes to the understanding of mechanisms and
choices associated with the adoption of environmental initiatives. A decision to
adopt an environmental initiative is often not only about economic returns, but
also about risk mitigation and corporate philosophy. Such a decision usually
faces challenges in the form of uncertain economic benefits due to evolving
trends and changing perceptions of stakeholders [67, 69, 150]. Like other new
paradigms, environmental initiatives also need to compete with firms’ status quo
and established core capabilities.

The three chapters of my dissertation examine the complex dynamic of
adopting environmental initiatives in diverse contexts. Chapter 2 provides an
analytical framework to explain intra-firm mechanisms that become barriers to
adopting environmental initiatives that lie outside the firm’s core capabilities, and
explores mechanisms to overcome these barriers. Chapter 3 goes beyond the
scope of an individual firm to provide a framework and hypotheses on how

suppliers consider the uncertain costs and benefits of adopting an environmental
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initiative. Whereas Chapters 2 and 3 focus on the mechanisms leading up to the
adoption of environmental initiatives, Chapter 4 provides an analytical
framework to help understand the effects of different adoption choices on the
environmental performance and economic benefits of firms, with particular focus
on environmental labeling.

My dissertation also builds upon and contributes to the literature on
environmental information sharing and acquisition and, in particular, on how
such information affects decisions to adopt environmental initiatives. In
operations management, most research on information sharing in supply chains
has focused on sharing operational parameters such as demand forecasts and
inventory levels to mitigate supply chain disruptions [37, 89]. The scant research
on sharing other types of information has largely focused on management system
standards such as ISO goo1 and ISO 14001 [e.g, 41, 93, 107] and on codes of
conduct governing workplace conditions [e.g, 98, 140, 163].

Chapter 2 examines how the lack of information about an environmental
initiative and the high cost of acquiring this information play an important role in
explaining the under-adoption of environmental initiatives that are outside the
firm’s core capabilities. Chapter 2 also examines how different mechanisms to
bolster the adoption of such initiatives address this high cost of information
acquisition: by changing organizational priorities to render this cost less
important, by bolstering the initiative’s economic benefits in order to offset this
cost, or by reducing or taking away this cost via partnership. The contextual focus
of Chapter 3 is on environmental information sharing between a supplier and a
buyer. Chapter 3 also theorizes—and empirically shows—how the costs and
benefits of environmental information can be perceived by supply chain partners.
The contextual focus of Chapter 4 is on environmental information sharing
between upstream supply chain and end consumers through labels. This chapter
also contributes to understanding how environmental information affects
consumer demand and the retailer’s choices in adopting environmental labels.

Although my dissertation focuses largely on environmental initiatives, many of

the contributions made by this dissertation can be applied more widely to other
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types of initiatives that involve similar dynamics to those of environmental

initiatives, such as initiatives about workers” health and safety or nutritional

quality of foods.
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Two economists are walking down a sidewalk and see what
looks like a twenty-dollar bill. As one bends down to pick it
up, the other says, “Don’t bother—if it were a real twenty,

someone else would have picked it up by now.”

Old economists’ joke

Energy Ethciency: Picking Up the
Twenty-Dollar Bill

In 2008, the McKinsey Global Institute published a report with a striking
conclusion that seven gigatons of annual CO, emissions could be abated at
negative cost (i.e., it would be profitable to reduce CO, emissions) using various
technologies that were currently available or would be available in the near future
[12]. The majority of these abatement solutions are energy efficiency related,
such as insulation improvements, using fuel-efficient vehicles, and improving
water-heating and air-conditioning systems. Moreover, the highest percentage
(39%) of the lowest-cost abatement solutions belong to the industrial sector
[12]. The findings of the McKinsey study are supported by various other studies
that document the existence of profitable energy efficiency opportunities that

firms fail to exploit [4, 21, 48, 50, 60]. In this paper, we examine whether energy
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efficiency opportunities are undiscovered “twenty-dollar bills on the ground”
that firms fail to pick up despite their simultaneous benefits to the business and
the environment. We focus on industrial energy efficiency projects available to
firms because, as discussed above, they represent the largest unexploited area.
Since these energy efficiency projects generally require capital investments by
firms, we call these projects capital energy efficiency projects.

To ground our discussion, we use waste-heat recovery (WHR) as an example
of such capital energy efliciency projects that are under-adopted despite large
positive economic and environmental benefits. Waste heat is generated in a
production process, usually by way of fuel combustion or chemical reaction, and
then released into the environment even though it can still be used as an energy
source [20, 143 ]. Waste heat from industrial processes can be found in various
forms, such as hot liquid, exhaust gas, waste steam, or radiation from equipment
surfaces. Waste heat can be recovered in several ways; for example, it can be
cycled back for use in production processes such as preheating, or it can be used
to turn turbines to generate electricity. WHR has large positive economic and
environmental benefits: using electricity-generating options that recycle waste
heat provides a savings of $5-$50 per ton to avoid CO, emissions. Thus, 2§
gigatons of CO, over the next 50 years can be eliminated using WHR with
savings to society of $200 to $700 billion [33 ]. Despite the economic and
environmental benefits of WHR, evidence suggests that many firms do not
implement WHR when it is feasible and profitable. In a 2008 survey of
companies in Arkansas, only 23% of firms with self-identified potential for
combined heat and power, a common power-generation application of WHR,
have followed through with concrete initiatives [111].

Our field work indicated that the capital budgeting process is a significant
obstacle for implementing capital energy efficiency projects. To understand how
capital energy efficiency projects fare in this process, we study decision-making in
the capital budgeting process. For fair comparison, we concentrate on the
scenario in which the energy efficiency project is competing for capital with

other projects of the same project category and economic benetfits (i.e., returns).
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We show that a critical decision-making step occurs before the eventual project
selection by the senior management team: the decision by the operating manager
to invest effort in finding out about the project’s outcome to perform due
diligence for the project. Because energy efficiency projects often fall outside the
core capabilities of the firm and thus impose a higher cost of effort on the
manager, these projects are systematically under-proposed, leading to
under-adoption. The key insight is that even if the economic benefit (i.e., return)
of the project does not prevent it from being implemented, the lack of expertise,
and thus the high due diligence cost, at the operating manager level prevents the
project from being appropriately vetted and proposed.

This insight is critical for assessing the effectiveness of three commonly used
mechanisms for encouraging energy efficiency adoption: setting an
environmental goal within the firm, receiving a governmental subsidy, and
partnering with a technology provider. We find that setting an environmental
goal within the firm and partnering with a technology provider—mechanisms
that directly overcome the manager’s reluctance to invest effort in evaluating the
energy efliciency project—are the most effective. Additionally, since these
mechanisms affect the outcome of the capital budgeting process, we also show
the impact of these mechanisms on the overall payoft of the firm.

When the firm sets an internal environmental goal, it explicitly communicates
to the manager that energy efficiency projects are valued by the firm and thus will
likely be selected in the capital budgeting process. The environmental goal causes
projects without environmental benefits to be considered as less attractive, and
increases the adoption of energy efficiency projects, even when the economic
benefits of energy efficiency projects are less attractive then those of competing
projects. The environmental goal induces the manager proposing an energy
efficiency project to exert more effort. However, it dampens the efforts of other
managers who may have otherwise proposed projects that have higher economic
returns but do not advance the environmental goal. Thus, although the
environmental goal increases the implementation of energy efficiency projects, it

comes at a cost — the opportunity cost of not implementing other projects and

10
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the cost resulting from the other managers’ disincentive to exert effort.

Subsidies that increase the economic benefits of energy efficiency projects
(e.g., carbon credits from Kyoto Protocol’s Clean Development Mechanism or
sustainable source credits from generating electricity using recovered energy like
waste heat) work indirectly through the project’s higher economic benefit (i.e.,
project return) to induce the manager to exert effort. We find that energy
efficiency project adoption increased only if these subsidies exceed a threshold
level. Moreover, the threshold depends not only on the return of the project, but
also on the manager’s cost of effort and the other projects competing in the
capital budgeting cycle. Our results further complicate the already murky
assessment of additionality. A project meets the additionality criterion if it would
not have been implemented without the subsidy. This is problematic because
many of the factors that determine whether an energy efficiency project meets the
additionality criterion are unobservable to the regulator. Moreover, these factors
differ across firms and across different capital planning cycles. These results
suggest that a more effective form of subsidies is one that directly overcomes the
high due diligence cost incurred by operations managers, such as subsidies
related to free energy audits, which provide free expertise in energy audits.

Another mechanism for increasing energy efficiency project adoption is for
the host firm to partner with a specialized technology provider to evaluate and
implement energy efficiency projects. The technology provider can benefit from
learning effects over several similar projects. The host firm increases its
operational scope by bringing in third-party expertise. Although this solves the
capability issue, the firm must coordinate with another organization that will be
operating within its facility. A critical issue is how the gains from energy
efficiency should be split between the host firm and the technology provider. We
find that there is a non-monotonic effect: if the host firm captures too few gains,
the project would not be profitable, however, if it were to capture too much, that
would dampen the technology provider’s effort level.

Although our model and results aim to explain the under-adoption of capital

energy efliciency projects, the insights from this work can also be applied to

11
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explain the under-adoption of other knowledge-based process improvement
projects such as new investments in process technologies like automation and
lean manufacturing [30, 31, 70]. Similarly, mechanisms to promote adoption,
such as subsidies and firm-level environmental goals, can be modified to increase
adoption of other knowledge-based process improvement projects.

The chapter is structured as follows. Section 2.1 is the literature review. In
Section 2.2, we illustrate the capital budgeting process used as the basis for our
analysis. In Section 2.3, we present the central model, and in Section 2.4 we
analyze the project adoption decisions in light of this model. In Section 2.5, we
consider three mechanisms for increasing implementation of energy efficiency
projects. We discuss some extended results and the generalizability of our work

in Section 2.6, and conclude in Section 2.7. All proofs are in Appendix A.

2.1 LITERATURE REVIEW

This paper builds on and contributes to two main streams of literature: (1)
literature on the efficiency gap between the optimal and the actual levels of
adoption of energy efficiency projects [79], as evidenced by profitable energy
efficiency opportunities that are left unexploited [4, 21, 48, 50, 60], and (2)
literature on the capital budgeting process. Our paper also builds upon the
literature on energy service companies (ESCOs) and managing knowledge-based
process improvement projects.

A significant body of work has examined the efficiency gap at the market level,
and its causes have been attributed to both market and non-market failures.
Several studies focus on identifying and quantifying the costs of the efficiency
gap [77, 81, 94], identifying appropriate rates of returns for energy efficiency
projects [ 135], policy intervention [62, 63, 79], and modeling individuals’ and
firms’ interactions with the market in the decision to adopt energy efficiency
technologies [78, 80]. Reviews of this literature can be found in Jaffe and Stavins
[79, 80], Gillingham et al. [62], and Brown [21].

Some of these studies focus on similar mechanisms to ours in explaining the

12
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under-adoption of energy efficiency projects, such as misaligned incentives, the
unobserved cost of learning about energy efficiency improvement options, and
uncertainty in the payback [80]. However, whereas those studies apply these
mechanisms at the market level, we apply them at the intra-organizational level,
which allows us to investigate how these mechanisms affect the probability that
firms will implement energy efficiency projects through the capital budgeting
process.

A number of conceptual and empirical studies have also analyzed the
efficiency gap at the organizational level. In particular, they examined
organizational and behavioral barriers to energy efficiency adoption, including
bounded rationality, moral hazard [48], low visibility and strategic priority of
these projects [49, 121], the lack of internal operations management processes
for these projects [ 1], and the low priority of these projects within the capital
budgeting process [49, 119]. Related studies demonstrated that adoption of
energy efliciency projects is more likely when they appear earlier in the list of
recommendations, need lower managerial effort [ 105 ], and when their benefits
are communicated in terms of loss of profit associated with failure to adopt these
initiatives [ 106]. In a broader context of selecting R&D and process
improvement projects, it has been shown that there is a gap between technically
optimal and actual selection outcomes [71, 72]. Underfunding of process
improvement projects despite positive returns has been attributed to
organizational priority and resource allocation processes that favor product
development projects over process development projects [30, 31, 70].

Those studies, like ours, focus on organizational barriers to project adoption,
and some have also explored the capital budgeting process as a cause for
under-adoption. However, to the best of our knowledge, our work is the first to
examine how project characteristics, the decision-making process of operating
managers in the capital-budgeting process, and organizational priorities work
together to affect the firm’s decision to adopt energy efficiency projects.

Our work builds upon and contributes to the literature on the capital

budgeting process and, in particular, the relationship between the capital

13

www.manaraa.com



budgeting process and the manager’s effort level. Lederer and Raith [88] also
examines the selection of projects in the capital budgeting process. However,
they focus on how the project’s risk affects the manager’s unobserved effort level
after project investment, whereas we focus on how the cost of due diligence
affects the manager’s effort prior to proposing a project to senior management.
Our extensive conversations with industry managers about the capital budgeting
process also revealed that the process combines structured optimization—i.e.,
variants of linear and integer programming in corporate finance [19]—and a
political process [ 17], which our study incorporated.

Our discussion of partnerships with technology providers builds upon the
concept of energy service companies (ESCOs) [15,46,152,153] and
contributes to this literature by providing a modeling framework to illustrate how
ESCOs can increase the adoption of capital energy efficiency projects. Our
discussion of partnerships with technology providers also builds upon the
literature on managing knowledge-based process improvement projects [e.g.,

30, 31] and contributes to this literature by providing an alternative model of
how external knowledge accumulates and is leveraged to enable adoption of

process improvement projects.

2.2  CAPITAL BUDGETING PROCESS

Although technical solutions for energy efficiency projects are often available
and their environmental benefits often documented, our field work and findings
from several surveys indicate that organizational barriers often prevent adoption
of capital energy efficiency projects. In particular, these projects are often
stymied in the firm’s capital budgeting process [32, 111]. In this section, we
describe the capital budgeting process used as a basis for our model
development. This process is derived from formal text and from extensive
conversations with industry managers.

The objective of the capital budgeting process is to allocate capital resources to

projects that operationalize the firm’s business strategy. It is a complex interaction
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between operating managers and senior management. There are three key
components in the capital budgeting process: the project characteristics, senior
management’s decision criteria (i.e., the objective), and the operating manager’s

decision criteria.

PROJECT CHARACTERISTICS. A project is evaluated based on its category and
its economic benefit. There are several different project categories [17, 19, 73],
and energy efficiency projects are generally considered to be strategic projects for
new products and platforms, or cost-reduction projects, which include upgrading
equipment or process improvement to enhance the performance of existing
operations'. A project’s economic benefit (i.e., project return) is represented by

its net present value (NPV).

SENIOR MANAGEMENT’S DECISION CRITERIA. Senior management selects the
combination of projects that maximizes the sum of NPVs, keeping in mind the
total budget for the planning cycle and the project categories. Because of their
upside potential, strategic projects are often given priority over cost-reduction

projects. Projects within the same category are compared.

OPERATING MANAGER'S DECISION CRITERIA. A critical decision-making stage
occurs before senior management can decide which projects to implement: a
manager at the operating level must decide to champion the project by proposing
it to senior management. It requires due diligence effort to obtain more
information about the project’s NPV and, for a project the manager actually
proposes, significant political capital to guide a project through the capital
budgeting process. In fact, because the effort required is quite high, managers
typically do not propose projects unless they are fairly certain they will be
implemented [32, 87]. Because the financial criteria are quite clear, and because

there is typically a significant amount of information flowing informally

'Other project categories are compliance projects, which are required by law (e.g., EPA or
OSHA regulations), continuing operations, which are replacements of equipment to maintain cur-
rent operations and are often mandatory, and capacity expansion of existing business.
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throughout the firm, the manager can usually assess which projects are more
likely to be implemented [17].

In the model and analysis of energy efficiency project adoption that follows,
we focus on comparing capital energy efficiency projects to other projects which
(1) have the same economic benefits (NPVs) and (2) are in the same project
category. Although capital energy efficiency projects may also face barriers to
adoption due to a less attractive NPV profile or due to the nature of the project
category they fall under—which we cover in Section 2.6—the analysis below
shows that capital energy efliciency projects are under-adopted even when they

are not at a disadvantage in terms of economic benefits.

2.3 MODEL

We use a stylized model to represent a firm’s capital budgeting process. There
are two managers, i = 1, 2, each of whom can propose a capital project to the
senior management team. The senior management team selects which project(s)
to implement, possibly choosing one, both, or neither project. The ex-ante
outcome of project i is a high (H) payoffr; > o with probability 2, and alow (L)
payoff —k; < o with probability , where k; > r;. These outcomes can be
interpreted as possible NPVs (i.e., economic benefits or returns) of the project
under different operating or market conditions. The uncertainty of the outcome
reflects the managers’ incomplete information about technology performance
and future market conditions. For example, the outcome of a WHR project
depends on the amount and quality of waste heat that is available, the long-term
operational outlook of the plant, and—if the recovered waste heat is used for
electricity generation—the projected price of electricity. This is information that

should be uncovered during the due diligence process for assessing the project.
MANAGERS’ EFFORT.  Each manager performs a due diligence process on his or

her project before deciding whether to propose it. In performing due diligence,

manager i can exert effort ¢; € [0, 1] to obtain better information on which
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outcome is more likely. This effort could be in the form of dedicating headcount
to a project or engaging a consultant. The information obtained is captured in a
signal 6;, which has an ex-ante probability of being high () or low (I) with equal

probability. The informativeness of the signal depends on the manager’s effort

level:
Pr(6, = h[H, &) = Pr(6, = L) = .
2
which implies
1— ¢
Pr(0; = h|L,e;) = Pr(0; = I|H, ¢;) = :
2

Using Bayes’ Rule, the probability of each outcome, given signal 0; and effort ¢;, is:

Pr(H|91 = h’ ei) = - + 6i Pr(L|91 — h; ei) — 1 ei
2
Pr(L6 = Le) = % Pe(H|g, = le) = - ©
2 2

Although higher effort results in a better signal, effort is costly. Manager i’s cost
of effort is % , where d; > o depends on the manager’s know-how and the
capability of the firm. We make the following assumption regarding the

transparency of the cost structure, effort, and signals.

Assumption 1 Parameters r;, k;, and d; are common knowledge, and 0; and e; are

observable by everyone, i = 1, 2.

Assumption 1 is consistent with the capital budgeting process described by
Bower [ 17] as a political process with information flowing informally throughout
the organization.

Throughout the chapter, we will use 7 (with appropriate subscripts) to denote
the payoff of the managers and IT to denote the payoft of the firm. We assume
that the manager is paid a fixed salary. His reward for pursuing the project comes

in the form of recognition and is proportional to the success of the project. Thus,
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effort level and the expected payoft of the project:

the expected net payoft of manager i if his project is implemented depends on his

A G L e [ o
E(zmi(e)]l) = 7:(1_26i) ri—(ltei) k,-: —d;e’%. (2.2)

We assume without loss of generality that = 1. The payoff of manager i if his

project is not implemented, regardless of signal 0;, is:

diel?'

7i(e;)

2

PROJECT SELECTION BY SENIOR MANAGEMENT. If manager i’s project is
implemented, the expected payoft of the firm depends on the manager’s effort

and the revealed signal:

E(IL|h,e) = (Ite")ri—(l_e") ki (23)
E(TL|Le) — (l_zef)r,.—(ltef) K, (2.4)

Let [EIT; be the expected payoff of the firm from project i if project i is
implemented. Senior management selects among the proposed capital projects
to maximize the expected payoff of the firm, subject to a capital budget of B. Let
the capital cost of project i be b;. Senior management’s decision is denoted by

x = (x,,x,), where x; = 1if project i is selected by senior management for

implementation and x; = o if it is rejected. If manager i does not propose his
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project, x; = o by default. Thus the senior management teams solves:

max EIT, x, + EIT,x,

Xy,%a

subject to b,x, + b,x, < B

X, %, € {0,1}

In the case that the two projects compete for capital dollars and the two
projects give the same positive expected payoft to the firm, we assume a
tie-breaking rule where senior management randomizes between the projects

with equal probability.

TIMING OF THE GAME. Project opportunities arise asynchronously throughout
the firm’s planning cycle; therefore, the managers’ decisions to commit effort
occur asynchronously. Thus, we model the managers as acting sequentially in
their decisions to commit effort. Either manager could commit first with equal
probability. The following timing assumes manager i commits effort first, i = 1

or 2.
1. Manager i chooses effort e;.
2. Managerj # i chooses effort ¢;, after observing e;.

3. Signals 0; and 0; are revealed, then managers i and j decide whether to

propose their projects.

4. The senior management team decides to implement one of the following
options: (i) no project, (ii) project 1 only, (iii) project 2 only, (iv) projects

1 and 2.

Because senior management can choose not to implement any project and
receive a payoft of zero, manager i will not propose his project if the expected
payoff to the firm is negative. In practice, managers will adjust their efforts as they

observe each other’s effort. We simplify this process by allowing each manager to
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choose effort only once. However, since either manager is equally likely to go
first, neither manager has an ex-ante advantage because of timing. We also make
the following technical assumptions to ensure that there is an interior solution for
effort level (i.e., ¢; € (0,1)) that will give managers positive expected payoff
(otherwise, managers will never exert any effort), and that managers do not gain

by exerting effort e; > 1.

Assumption2 %k <r; <d; < ki=1,2
N

2.4 ANALYSIS OF PROJECT ADOPTION UNDER CAPITAL BUDGETING

PROCESS

We first analyze the straightforward case. When the capital budget is big
enough so that both projects can be implemented, or when the budget constraint
clearly eliminates one of the two projects, each manager’s effort level is
independent of the other’s effort. The following lemma presents the results of

this case.

Lemma 1 Ifb, + b, < B, the managers exert the same effort level, ¢ = %{‘",

i = 1,2, and each project is implemented with probability >. If b, < B and b, > B,
_ rithk

manager 1 exerts effort ef = “2% and his project is implemented with probability 3.

Manager 2 exerts zero effort and his project is never implemented.

Since managers are not competing against each other for capital, their effort
levels are independent. If the manager’s capital cost is lower than the budget
constraint, he chooses his effort level to maximize his payoff knowing that his
project will be selected as long as his signal is high. We see from Lemma 1 that
neither manager has an inherent advantage.

Henceforth, we consider the more interesting case where the two managers

compete for capital dollars, i.e.,, b, + b, > Band b,, b, < B.
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2.4.1 SYMMETRIC MANAGERS AND PROJECTS

We consider the optimal effort levels and project selection decisions in the
benchmark case where managers and projects are symmetric. That is, we assume

d, =d, =d,r, =r, = ryand k, = k, = k. We define the following functions:

ri — ki ¥ -+ ki diel?'
filer) = 2 + ( ) e — — (2.5)

8 2
i — ki i ki die;

i) = d + (r i ) e — 4 (2.6)
4 4 2

These functions represent manager i’s expected payoff when the probability of
his project being selected for implementation given ¢; is, respectively,  and ;. It

is straightforward to show that f;(e;) and g;(e;) attain their global maxima at

* — ritki * = ritki
¢ = Tad; 4d;

be the effort level such that g;(e gz> = fi(¢; ). Note that g;(e;) > fi(e;) forall e;, thus
e; > e;. Note also that because of Assumption 2, g;(1) < o and thus e; € (o,1).

and ey, , respectively. For each manager i, we also define e to

Assuming symmetric managers and projects implies f;(-) = f;(-) = f(-) with
corresponding global optimizer ¢f = ZH and 51m11arly g(s) = ( ) = g(+) with
corresponding global optimizer e, = ':r—dk. Moreover, eg eg = e . Let manager
i = 10r 2 be the first to commit effort (i.e., be the first mover) and let manager
j # ibe the second mover.

The following proposition shows that neither manager has an ex-ante

advantage.

Proposition 1 If the probability of either manager committing effort first is 2, each
manager’s project is implemented with probability 3. No project is implemented with

probability .

This result arises from our assumption that each manager could move first with
equal probability because project opportunities arise at random times. Thus,
neither manager has an inherent advantage. However, given a particular order of
effort commitment, there is second-mover advantage. The first mover manager,

manager i, plays weak (low effort) because he knows that manager j can observe
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i's effort and respond by increasing his own effort in order to increase the
expected payoft of project j enough so it will be selected by senior management.
Therefore, manager i exerts low effort because he expects his project to be
selected if and only if 6; = hand 0; = |, i.e., with probability i. This is formalized

in the following corollary.

Corollary 1 Suppose manager i moves first. The optimal effort levels are e; = e; and

eik:

j
probability 3, and no project is implemented with probability +. There is a

¢;- Project i is implemented with probability -, project j is implemented with
second-mover advantage.

2.4.2 ENERGY EFFICIENCY PROJECTS AND ASYMMETRIC COSTS OF EFFORT

Evaluating or implementing an energy efficiency project requires technical
expertise. Energy efficiency capital projects often fall outside the core capability
or the scope of the firm. In fact, for most firms, energy production is an activity
that is outsourced to a utility company. Firms typically do not have a large
number of staff members, if any, who are dedicated to work on energy efficiency
programs [111, 121]. Therefore, evaluating or implementing a complex energy
efficiency capital project can be quite challenging and require high cost of effort
from the operating manager proposing the project, simply because the firm does
not have the in-house capability to do it. We henceforth assign manager 1 to be
the manager with the opportunity to propose the energy efficiency project, and
we assume that his cost of effort is higher than manager 2, d, > d,. The projects
are otherwise symmetric, i.e, r, = r, = rand k, = k, = k. The following
proposition shows that with higher cost of effort, the energy efficiency project is
less likely to be implemented.

Proposition 2 Ifd, > d,, project 1 (energy efficiency) is implemented with
probability %, project 2 is implemented with probability ., and no project is
implemented with probability 5. Compared to Proposition 1, when the cost of effort is
symmetric, the energy efficiency project is less likely to be implemented and project 2 is

more likely to be implemented.
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One of two cases could occur. If manager 1 (energy efficiency) moves first,
“first-mover disadvantage” (Corollary 1) causes a higher cost of effort and further
increases his disadvantage. Therefore, the equilibrium outcome is the same as in
Corollary 1. If manager 1 moves second and has a higher cost of effort, he loses
his second-mover advantage, and his project is implemented with low probability
<~ However, manager 2s equilibrium effort is higher than what is presented in
Corollary 1 because he needs to exert more effort to overcome manager 1’s
second-mover advantage. Regardless of the magnitude of manager 1’s effort cost
disadvantage, manager 2’s project is more likely to be implemented and
manager 1 always exerts low effort (e = lel). Thus, because energy efficiency is
out of the scope of manager 1’s expertise, the manager’s higher cost of effort
systematically puts the energy efficiency project at a disadvantage. Even when the
firm’s payoff from implementing the energy efficiency project is the same as the

competing project, the energy efficiency project is less likely to be implemented.

2.5 MECHANISMS FOR INCREASING IMPLEMENTATION OF ENERGY

EFFICIENCY PROJECTS

In this section, we examine three mechanisms that can increase the
implementation of energy efficiency projects: (1) setting an environmental goal
within the firm, (2) receiving a governmental subsidy, and (3) partnering with a
technology vendor to implement a solution. We will use WHR as a specific

example to ground our discussion in this section.

2.5.1 SETTING AN ENVIRONMENTAL GOAL WITHIN THE FIRM

Firms are increasingly including environmental goals as part of their strategic
mission. For example, Alcoa incorporated sustainability into its strategic mission
by setting a CO, intensity improvement goal of 30% by 2020 and 35% by 2030,
using a 2005 baseline. CEMEX considers leadership in sustainable construction a

key strategy—one of its goals is to reduce CO, emissions per ton of cement by
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25% by 2015, compared to a 1990 baseline [34, 35]. We consider the impact of
setting an emissions-reduction goal on the capital project selection process. In
effect, another criterion is added to the senior management team’s consideration
at the project selection stage. This criterion is manifested as an additional

constraint in senior management’s optimization problem:

max EIT,x, + EIL,x,

X1,Xa

subject to
bx, + b,x, <B
ax, +a,x, > A

x,, %, € {o,1},

where A is the emissions-reduction goal and a; represents the emissions
reduction by project i. Because the WHR project is more environmentally
beneficial by nature, we have a, > a,.

The following proposition shows that if WHR competes with a project that
does not reduce emissions, the environmental goal shifts the project selection

outcome to favor WHR.

Proposition 3 Ifa, > A > a,, the effort levels are €] = e, and e; = o. Manager
1’s project (WHR) is implemented with probability * and no project is implemented
with probability .

Compared to Proposition 2, setting an internal environmental goal increases
the probability of implementing WHR from ; to 3. When the emissions
reduction goal A is set sufficiently high, the environmental goal can increase the
relative attractiveness of the WHR project by eliminating the feasibility of the
non-WHR project. The only reason WHR would not be selected is if it does not
meet the budget constraint. However, the firm’s expected payoft decreases by

setting the environmental goal, as shown in the following corollary.
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Corollary 2 Compared to when there is no internal environmental goal, manager 1
(WHR) exerts higher effort, manager 2 exerts lower effort, and the expected payoff of
the firm is lower. The firm’s expected opportunity cost of setting an internal

rk % (e}t + e; + e, —2¢, | >o.

environmental goal is =

Setting a concrete goal and directly measuring the environmental impact
increases the probability of WHR implementation. Manager 1 (who proposes
the WHR project) increases his effort level because he expects his project to be
selected. Therefore, he increases his own expected payoft by increasing his due
diligence effort. However, the firm’s expected payoft decreases because imposing
the emissions goal reduces the incentive of the other manager. Both managers
know manager 1’s project will be selected if 0, is high, so manager 2 reduces his
effort.

To summarize, the firm achieves the objective of increasing the probability of
implementing energy efficiency projects by introducing an environmental goal.
Because the environmental goal can eliminate the competing non-WHR project
from senior management’s consideration, the WHR project can be implemented
even when its economic benefit or return (e.g., its NPV or payback period) is less
attractive than the competing non-WHR project, which has smaller
environmental benefits. With an environmental goal, the firm decreases its
expected payoff by (1) choosing an energy efficiency project that may have an
inherently lower return than an alternate project unless the environmental
benefits can be monetized, and (2) introducing an agency problem that reduces
the losing manager’s effort level. Although firms are aware of the first effect, as
there can often be a tradeoff when choosing between two capital projects, our
results show that firms should also consider how additional criteria such as an

environmental goal could affect the organizational dynamics within the firm.

2.5.2  SUBSIDIZING ENERGY EFFICIENCY PROJECTS

A subsidy augments the energy efliciency benefits and allows the manufacturer

to monetize some of the environmental benefits created by recovering waste heat.

25

www.manaraa.com



The regulator can subsidize energy efficiency projects in a number of ways. A
subsidy for WHR could be in the form of carbon emission avoidance credits or
Renewable Energy Certificates (RECs), which are traded on a per kilowatt-hour
basis [74, 146]. We study how a subsidy that increases the return of WHR
projects affects the capital project selection process. Without the subsidy, the
return of project 1 is the same as the return of project 2,ie.,r, = r, = r,as
assumed in previous sections. With a subsidy, let the return of project 1 (WHR)
be higher than project 2,i.e., r, > r, = r. We assume as before that d, > d, and
that the subsidies do not affect the capital requirement of the project. We also
assume that Assumption 2 is still satisfied after the subsidy is applied.

The following proposition shows that the subsidy needs to be higher than a
threshold level in order to increase the probability of WHR implementation.

Proposition 4 There exists 7, > r, such that for r, > r,, the probability that WHR

is implemented increases from 3 to ;.

Recall from Proposition 2 that the waste heat manager has an inherent
disadvantage because energy efficiency is outside the scope of his expertise, thus,
his cost of effort is higher. In order to compensate for the higher cost, the return
of the project must be sufficiently high. The following proposition shows that,
unlike the internal environmental initiative, a subsidy increases the firm’s

expected payoff.
Proposition 5 Any level of subsidy r, > r, increases the firm’s expected payoff.

It is intuitive that a subsidy helps the firm. However, combining the results of
Propositions 4 and 5 implies that projects implemented in the r, € (r,, 7,) payoff
range would have been implemented even without the subsidy. Therefore, the
subsidy dollars increase the expected payoft of the firm, but do not change the
firm’s decision-making outcome to increase the probability of WHR. This result
has significant implications for the carbon credit additionality debate. The
additionality criteria stipulates that carbon credits should only be given for

projects that would otherwise not have been implemented. The result shows that
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subsidy dollars would be given to projects that do not meet the additionally
criterion. Moreover, since 7, depends on r,, d,, and d,, the threshold level of the
subsidy depends on the costs of effort of the managers and the characteristics of
the competing project—all are dimensions that are opaque to the regulator. The
firm could use this information asymmetry to its advantage to claim additionality,
or the regulator could refuse to acknowledge a legitimate organizational hurdle to
implementing WHR projects.

Although the firm’s expected payoff is always higher with a subsidy, the firm’s
expected payoft does not monotonically increase in r,. Specifically, there is a step

decrease in the expected payoff of the firm atr, = 7,.

Corollary 3 There existr, < r, and v > 7, such that the firm’s expected payoff

when r, = 7/ is greater than its payoff whenr, = r.

When r, > 7,, the outcome of the capital budgeting process changes in favor of
the WHR project. When r, is just above #,, manager 2 reduces his effort relative
to when r, is just below 7, because he knows it is unlikely his project will be
implemented, but manager 1 increases his effort because his project is more likely
to be implemented. However, manager 1 exerts a lower effort level as the winning
manager than manager 2—this is the main driver of the decrease in the firm’s
expected payoft at r, = 7,. Manager 1’s optimal effort level is sufficiently lower
than manager 2’s optimal effort level even when weighted by a higher subsidized
payoff, the expected payoft of the firm is still lower when manager 1 wins. For

r, 7 1,, the expected payoft of the firm increases in r,. The effect of a subsidy on

the firm’s expected payoff is illustrated in the following numerical example

(Figure 2.5.3).

NuMERICAL ExaMPLE. The following numerical example illustrates the effect

of a subsidy on the managers’ effort levels and the firm’s expected payoff. Let
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Figure 2.5.1: Optimal effort levels of manager 1 (WHR) as a function of subsidy levels
r € (ry,d,) = (0.90,0.99),k = 1,7, = 0.90,d, = 0.99,and d, = 0.95. Note that
7, = 0.921, the threshold subsidy level above which the probability that the energy efficiency
project is implemented increases from . to ;.
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Figure 2.5.2: Optimal effort levels of manager 2 as a function of subsidy levels r, €
(ry,d,) = (0.90,0.99),k = 1,1, = 0.90,d, = 0.99,andd, = o.95. Note that

7, = 0.921, the threshold subsidy level above which the probability that the energy efficiency
project is implemented increases from . to ;.
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Figure 2.5.3: Firm’s payoffs as a function of subsidy levels r, € (r,,d,) = (0.90,0.99),
k=1r, =o0.9d, = o0.99andd, = 0.95. Notethatt, = 0.921, the threshold subsidy
level above which the probability that the energy efficiency project is implemented increases
from % to 2.
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k =1,r, = 0.9,d, = 0.99,and d, = 0.95. The feasible range of r, is then
r, € (r,,d,) = (0.90, 0.99). From Proposition 4, we can calculate 7, = 0.921.

If the subsidy is low (i.e.,, r, < 7,), the subsidy does not change the project
selection outcome, thus, subsidy dollars are spent on a project that would have
been implemented in a business-as-usual setting. In Figure 2.5.1 (forr, < 7,), we
see that regardless of whether manager 1 is the first mover or second mover, his
effort increases in r,. This is because his expected payoft increases in ,. In
Figure 2.5.2 (for r, < 7,), manager 2’s effort increases in r, if manager 1 is the
second mover because manager 2 needs to pre-empt manager 1 whose payoftis
increasing in r,. Thus, the subsidy increases the expected payoff of the firm
(Figure 2.5.3) because both managers’ effort levels increase in r,. Therefore, low
level subsidies have the exact opposite effect of setting an internal environmental goal:
the probability of WHR being implemented does not increase, but the expected
payoft of the firm does.

If and only if the subsidy is high enough (i.e., r, > ,) does the probability of
WHR adoption increase. Manager 1, whether he is the first or second mover,
increases his effort level because he knows he can change the selection outcome
in his favor (Figure 2.5.1). Manager 2 also realizes this and decreases his effort in
anticipation of reduced project implementation probability (Figure 2.5.2). Thus,
if r, > 7,, the subsidy increases the probability of WHR adoption. However, for
r, = 1, + €, the € portion of the subsidy is above what is required to change the
outcome. The expected payoff of the firm decreases at r, = 7, because at this
threshold, manager 1 exerts a lower effort level as a winner than manager 2 does
when he wins (Figure 2.5.3 and Corollary 3). Forr, > #,, the expected payoff of
the firm increases again because the expected payoft of the WHR project

increases in r,.
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2.5.3 CASE STUDY: COMBINING A SUBSIDY AND AN ENVIRONMENTAL GOAL

TO ENABLE WHR ADOPTION

From the discussion above, it is unclear whether a subsidy alone would
increase the adoption of WHR, and the firm will likely incur an opportunity cost
by implementing WHR purely to support an environmental goal. However, a
combination of these two mechanisms has been shown to be effective. First, the
existence of the subsidy highlights the importance of energy efficiency to the
firm, potentially paving the way for establishing the environmental goal. Second,
the potential cost of achieving the goal becomes more palpable if the firm can
leverage the subsidy.

The experience of SCG Cement illustrates the process and impact of adopting
WHR. It also illustrates how SCG utilized a combination of a firm-level
environmental goal and a subsidy to enable WHR adoption. SCG Cement, one
of five core business groups under the diversified Siam Cement Group (SCG, or
SCC on the Stock Exchange of Thailand), is the largest cement company in
Thailand. In 2006, SCG Cement began investing in electricity-generating WHR
projects in its cement-production lines. By 2009, it had installed WHR units in all
five of its cement-production facilities in Thailand (11 clinker lines) [127].

The following describes the WHR process implemented on one of the clinker
lines in the Kaeng Koi production plant (see Figure 2.5.4). This clinker line
produces approximately 1.8 million metric tons of clinker per year. The cement
making process is highly energy intensive. The raw input material (such as
limestone, shale, and light-brown stone) is ground in the raw mill, heated to
1,000°C in the pre-heater tower and the pre-calciner tower, then heated to
1,450°C in the rotary kiln to form clinker. The clinker is cooled down in the
clinker cooler before being ground into cement. Prior to the installation of
electricity-generating WHR units, waste heat from the kiln was used to remove
moisture from the raw material in the pre-heater and the pre-calciner before it
exited the pre-heater and the pre-calciner at 350°C. Part of this residual heat was

then used to remove moisture from materials in the raw mill before being vented
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Figure 2.5.4: Production process at SCG Cement’s Kaeng Koi plant before the
electricity-generating WHR implementation.

out at 80-100°C. The remaining waste heat was cooled down to approximately
150°C using water from the spray tower in order to be safely released into the
environment. The waste heat from the clinker cooler was vented out at
approximately 280°C. The approximate volume of waste heat vented to the
atmosphere was 350,000 normal cubic meters (Nm?)? per hour.

The implementation of the WHR unit at the Kaeng Koi plant required
installing two pre-heater boilers to take hot gas from the pre-heater and the
pre-calciner (350,000 Nm? per hour) and an air-quenching cooler boiler to take
hot gas from the clinker cooler (189,300 Nm? per hour) to generate steam (see
Figure 2.5.5). The total amount of steam generated from the three boilers is

approximately §1.5 tons per hour (at 7.9 bar and 319-346°C). The steam passes

2A normal cubic meter of a gas is the volume of that gas measured under the standard condi-
tions of o degrees Celsius, and 1 atmosphere of pressure.
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Figure 2.5.5: Production process at SCG Cement’s Kaeng Koi plant after the electricity-
generating WHR implementation.

through a turbine and a generator to create electricity, then passes through a
condensing turbine to become water and is fed back to the boilers.

The installation of the WHR unit improved the overall efficiency of the
cement-making process from approximately 65% to 85%. The net estimated
power generation is 8.3 megawatts,® which generates approximately 55.3
gigawatt-hours of electricity per year. At the price of 2.40 Thai baht* per
kilowatt-hour, this represents revenue of 132.8 million baht per year throughout
its 20-year project life. Investments and costs are non-trivial, however, with an
initial investment of approximately 547 million baht and annual operating and

maintenance cost of §3.9 million baht [ 128, 134]. Together, the WHR units in 11

3The gross power generation is 9.1 megawatts, but the WHR process consumes 0.9
megawatts.
*One U.S. dollar is equivalent to approximately 30 Thai baht.
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clinker lines at SCG Cement reduced power consumption from the grid by
approximately 25% and mitigated CO, emissions by over 300,000 metric tons per
year [128, 134].

It was the combination of SCG Cement’s corporate environmental goal and
the projected revenue from a subsidy in the form of Certified Emissions
Reduction (CER) credits issued under the Clean Development Mechanism of
the Kyoto Protocol that enabled the implementation of the WHR project at SCG
Cement [ 128, 134). Even with projected sales from CER credits, the increased
return on the project was still lower than those for typical capital projects at SCG.
However, because WHR supported SCG Group’s corporate-wide sustainability
objectives, the project was implemented despite its lower than usual return
[122]. Thus, the subsidy did not cause SCG Cement to implement WHR, but it
allowed the firm to partly monetize the environmental benefit created, thus

reducing the opportunity cost.

2.5.4 PARTNERING WITH A TECHNOLOGY PROVIDER TO IMPLEMENT ENERGY

EFFICIENCY PROJECTS

A number of technology providers (energy service companies, or ESCOs) help
manage capital-intensive energy efficiency projects. In the case of WHR, the host
firm can partner with a technology provider who funds the capital investment for
the WHR project, installs and operates the equipment, and splits the payoft with
the host firm (either from energy cost savings or selling the electricity generated
using waste heat). There are many different contractual arrangements between a
host manufacturing firm and a technology provider [ 15, 46, 152, 153].

An example of a technology provider in WHR is Recycled Energy
Development (RED) [116]. RED is one of the first, and is among the most
well-known, WHR technology providers. RED provides capital investment for
the WHR project (typically in the range of $5 to $50 million per project), and
designs, installs, and operates WHR equipment for the host firm. Opportunities
for WHR are typically identified through collaborative conversations with the
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host firm. RED then performs a detailed review to investigate the host firm’s
industry, energy types and use, and energy usage change over time to determine
the profitability of the potential investment. RED makes a decision on the most
profitable mix of electricity and heat to generate, taking into account tariffs,
electricity prices, required investments, and local thermal needs. In a typical case,
RED enters into a gains-sharing contract® with the host firm, where the gains
include savings on energy cost and, if applicable, revenues from selling excess
electricity to local utilities [20, 32]. Savings are usually calculated as the “avoided
energy cost” by multiplying the power generated during a given billing period by
the tariff under which the host firm is otherwise buying power from the utility.
Because gains sharing is the most popular form of contract between a host firm
and a technology provider [ 152, 153 ], we base our model of partnership with a
technology provider on RED, which engages in this type of contract, in an
approach that is typical to those of its competitors [32, 87].

By partnering with a technology provider, an energy efficiency project like
WHR is no longer a capital project for the firm. Instead, the technology provider
is responsible for the capital investment and the due diligence of the project, and
exerts the effort to obtain information on the feasibility and profitability of the
project. The technology provider chooses effort ey to maximize its payoff, taking
into account the host firm’s operating characteristics. As before, we restrict the
possible range of the technology provider’s effort level to be er € o, 1]. If the
signal is low, then the waste heat project is not implemented. Let a be the fraction
of the project’s payoft that the host firm receives, and 1 — a be the fraction that
the technology provider receives.

The advantage of using a technology provider is twofold. Firstly, a technology
provider enjoys an economy of scale for its due diligence effort since it works
with many firms and the due diligence performed on one project can be
leveraged across N > 1 similar projects. Secondly, the technology provider’s
focus on its specific energy efficiency technology allows it to build capabilities

through hiring and through experience over multiple projects, particularly if the

SGuaranteed savings is another type of contract that is used by ESCOs.

36

www.manaraa.com



technology provider develops a portfolio of projects in a given industry. With
this learning effect [32, 111], the cost of effort dr required to develop technical
and organizational solutions decreases with each subsequent project as the
technology provider learns more about the manufacturing process and how best

to implement the solution: dr < d. The technology provider’s expected payoft is:

(1+eT) . (l—eT> Iq] _de
2 2 2

It is easy to show that the unconstrained optimizer of (2.7) is

(1—a)N

2

E(7r(er)) =

. (1—=a)N(r, +k,)
er = wdr . (2.8)

Although the host firm does not need to provide capital, it incurs coordination
cost ¢ in order to implement and operate the WHR system. The host firm makes
its decision after the signal is revealed and implements WHR if and only if the
signal is high and its expected payoft is non-negative. Thus, the host firm’s
expected payoff if it implements the project is:

(L) ()4 e e

A challenge associated with partnering with a technology provider is the

E(Tller) = a

negotiation of the payoft split a. The following proposition shows how WHR
implementation depends on a and N. Specifically, it specifies ranges of a and N
that allow the technology provider to choose his effort level to maximize his own

expected payoft and also ensure that the host firm’s expected payoff is positive.

Proposition 6 For every a € [£, 1], there exists N such that for N > N, the
technology provider and the host firm receive positive payoff. For a € [o, ), working
with the technology provider is not feasible because the host firm’s payoff is never

positive. The technology provider’s optimal effort level increases in N.
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It is intuitive that the technology provider’s optimal effort level increases in N,
and that in turn, increases the expected payoff of the firm. Proposition 6 implies
that if the payoft split is in the range a € [f, 1), as long as there are enough similar
projects that the technology provider can leverage its effort across, the
technology provider and the host firm can both incur positive payoff (i.e., make
positive profit).

Although WHR is no longer a capital project for the firm, its implementation
is still non-trivial. Notice from Proposition 6 that if the cost of coordination cis
very high, it may not be feasible to implement the project. The operational
complexities associated with partnering with a technology provider can
contribute to high coordination cost. For example, the technology provider
usually operates and maintains a workforce in the host firm’s manufacturing
facility thus requiring coordination in human resource policies. The technology
provider and the host firm may also have different safety systems and planning
horizons that must be reconciled for long-term operational planning. These
operational complexities require managerial bandwidth and the establishment of
clear processes and lines of responsibility, often in situations that cannot be
anticipated in advance. Thus, for this type of close operating relationship to work,
there must be a high level of trust between the two management teams.

The following proposition shows how the expected payoff to the host firm
changes with the fraction of the gains they receive, a. We assume that the number

of similar projects, N, is fixed.

Proposition7 IfN < %, forany a € [£,1], the host firm is indifferent
1——= )" 1 1
between implementing and not implementing WHR, i.e., its expected payoff is zero. If

c
1—<
n

N> ﬁ, the host firm's expected payoff first increases in a, then decreases in
i TKy

If Nis small (i.e., N < L)) , the effort level that would maximize the

£ )tk

technology provider’s expected payoff is lower than the effort it would take to
make the host firm’s expected payoft non-negative. The technology provider’s

optimal effort is low because there are very few similar projects over which to
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leverage the effort. Thus, the technology provider exerts just enough effort to get
the technology provider to implement the project (i.e., non-negative payoff): if a
is high, the technology provider dials back the effort, and if a is low, he increases
his effort—thus making the host firm’s expected payoft constant at the level
where the firm is indifferent between implementing and not implementing the
WHR project.

If Nislarge (ie, N > %) , the non-monotone effect of a on the host
1— 1y 1

firm’s expected payoft arises because of the tension between appropriating the
gains, and providing incentive for the technology provider to exert effort. The
technology provider’s effort can be leveraged over many similar projects, thus he
is willing to exert high effort. Therefore, for low to medium values of g, even as a
increases, the technology provider still puts in high effort. The host firm’s
expected payoft increases in a because it gets a bigger piece of the pie and benefits
from high effort from the technology provider. However, if a gets too big, the
technology provider does not capture enough benefit, even with multiple similar
projects, and his effort level drops. Even with a bigger share of the pie, the
decrease in effort causes the expected payoft to the host firm to decrease. As a

gets very high, the technology provider exerts just enough effort to make the firm

indifferent between implementing and not implementing the project.

2.6 DISCUSSION

In this section we discuss other barriers to energy efficiency adoption to
complement the results in previous sections, explore some limitations and
potential extensions, and elaborate on how our results can be applied in other
contexts.

2.6.1 OTHER BARRIERS TO ENERGY EFFICIENCY ADOPTION

The above results demonstrate that capital energy efficiency projects are

under-adopted even when compared with projects that have comparable
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economic benefits (NPV profile) and are in the same project category because of
the higher due diligence costs exerted by operating managers in the two-stage
capital budgeting process. These results complement the fact that capital energy
efficiency projects may also face more straightforward barriers to adoption, ones
due to less attractive NPV profiles or the project category under which they fall.
For completion, we briefly explore these barriers.

A project’s economic performance (i.e., project returns) is represented by its

net present value (NPV) [19]:

T
Vt
NPV = —-K+ —_—, 2.10
; (1+8) (2:10)
where K is the capital investment required, v;, t € {1,2, ..., T}, is the cash flow

in period ¢, and § is the discount rate. The discount rate reflects the risk of the
project category, which is usually evaluated relative to the firm’s risk. If the
project category is of average risk, the firm’s cost of capital of approximately 15%
is used for 8. Different categories of projects are evaluated with different discount
rates. Low-risk projects in the cost-reduction category might be discounted at 10%,
whereas projects in the strategic category is typically carry higher-than-average
risk and would be discounted at rates higher than the company’s cost of capital.

Some capital energy efficiency projects may have characteristics that lend
themselves to lower NPVs. Firstly, these projects may require high initial
investments. For example, the estimated capital investment to implement WHR
is $10-15 million for a 4-5 megawatt system, and larger projects can cost more
than $50 million [20]. Secondly, for projects that are tightly coupled to the
manufacturing process such as WHR, the discount rate § of the project is higher
than the company’s cost of capital because the uncertainty of the project includes
both the underlying uncertainty of the manufacturer’s business, and the

uncertainty of the energy market.® Thirdly, by the nature of energy efficiency

SAs a simple illustration, let X ~ InN(y,, 02) be the output of the plant and Y ~ InN( by, 0y)
be the price of electricity. The output of the WHR project is then Z = yXY ~ InN(y, +
by x5+ 20,y ), where ¥ is the kilowatt-hours per unit of output conversion. Unless X and Y
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projects, the future revenue stream v, is bounded by the output of the plant, i.e.,
the size of existing business. Thus, these projects typically do not provide new
market or expansion opportunities.

The low NPV and the project-category consideration by senior management
can hinder the adoption of capital energy efficiency projects. Energy efficiency
projects are primarily considered to be in one of two possible project categories,
cost reduction or strategic. The fact that future cash flow v, is constrained by
existing business makes energy efficiency projects unattractive as strategic
projects since they will not create new market opportunities or ways to expand
the current business. Moreover, projects in this category should be aligned with
the firm’s business strategy, but for many manufacturing firms, energy efficiency
is not a strategic priority. Placing an energy efficiency project as a cost-reduction
project may automatically reduce the likelihood of implementation. Regardless
of project specifics, cost-reduction projects in general tend to rank lower in senior
managements’ priorities [49, 73, 121], and often require a shorter payback period
[73, 111] and more stringent justifications for investment [ 111] than strategic
projects. Moreover, compared to other cost-reduction projects, a capital energy
efficiency project may be at a disadvantage because of high initial investment K

and high discount rate §, as discussed above.

2.6.2 LIMITATIONS AND EXTENSIONS

Although the set-up of our model allows us to make a fair comparison between
an energy efliciency project and other projects with the same economic benefits,
this assumption may be restrictive. Future work can explore the idea of relaxing
this assumption and allowing the tradeoff between high costs of effort and high
economic benefits associated with different projects to guide managers’ project
proposal decisions. Also, we currently assume that there is no informational
asymmetry among different operating managers and between operating

managers and senior management. Future work can explore ways in which

are negatively correlated (an unlikely scenario), the variance of the WHR project Z will be higher
than the variance of the output of the plant X.
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informational asymmetry affects operating managers’ effort levels and decisions
to propose projects.

Future work can also explore alternative forms of subsidies beyond those
considered in our model. We currently consider subsidies that increase the
economic benefits (i.e., economic returns) of energy efficiency projects without
affecting the operating managers’ costs of effort. However, another popular
category of subsidies is in the form of energy audit rebate programs offered by
local governments. This form of subsidies directly addresses the high costs of
effort required to learn about energy efficiency projects by bringing in free
expertise on energy efficiency technologies, potentially reducing due diligence
costs associated with energy efficiency projects. However, there is a tradeoff
between the potential reduction in the due diligence cost due to acquired
expertise in energy efficiency and the increase in the due diligence cost due to the
operating manager’s need to coordinate the audit process and share information
about the firm’s operations. Whether this form of subsidies can effectively reduce

the operating manager’s due diligence cost depends on this tradeoff.

2.6.3 GENERALIZABILITY

The key insight that the high cost of effort due to lack of expertise leads to the
under-adoption of energy efficiency projects also applies to contexts beyond the
two-stage decision-making structure (i.e., operating manager’s project proposal
before senior management’s decision) in the capital budgeting process. For
example, in a small firm in which capital project decisions are fully centralized
and made by a few key managers, the high cost of effort associated with a project
that is outside the scope of the firm puts that project at a disadvantageous
position. However, the two-stage decision-making structure in the capital
budgeting process exacerbates the under-adoption of energy efficiency projects
due to the local incentives of operating managers and the lack of visibility of these
energy efliciency projects to senior management. Because of the limited number

of projects each operating manager can propose, each manager has alocal
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incentive to propose a project that will be accepted, leading to systematic
under-exploration of energy efficiency projects. Also, because the choices of
possible projects available to operating managers are hidden from senior
management, the senior management might not be aware that energy efficiency
projects are not being pursued by operating managers, and thus cannot properly
devise ways to increase the adoption of these projects.

Our model and results are also generalizable beyond the context of energy
efficiency. Although our model and results aim to explain the under-adoption of
capital energy efficiency projects, the insights from this work can also be applied
to explain the under-adoption of other knowledge-based process improvement
projects that the operating manager is unfamiliar with. Examples of
knowledge-based process improvement projects are investments in process
technologies like automation and lean manufacturing [30, 31, 70]. The
applicability of our model and results also depends on the scope of the operating
manager’s decision (e.g., facility-level or division-level) and on how information

and expertise is managed and made available to operating managers in the firm.

2.7  CONCLUSION

To explore the question of whether energy efficiency projects are
under-exploited by firms, we studied the firm’s capital budgeting process. We
found that a critical layer of decision-making at the operating manager level was a
key obstacle to implementing energy efficiency projects. Because these projects
often lie outside the scope of the core capabilities of the firm, the cost of effort
required for performing project due diligence increases, thereby making these
projects less desirable for operating managers to propose even when compared
with projects of comparable nature and economic benefits. Thus, we find that the
energy-efliciency “twenty-dollar bills” might be there, but it is likely that other
“twenty-dollar bills” are easier to reach. Given limited chances to reach down,
managers, and hence firms, reach for the easier targets.

Using WHR as a grounding example, we studied three mechanisms for
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increasing implementation of capital energy efficiency projects. We found that
the mechanisms that directly overcome the operating manager’s reluctance to
propose an energy efficiency project are more effective for increasing the
implementation of energy efficiency projects. One such mechanism is setting a
firm-level environmental goal. Setting such a goal gives priority to the energy
efficiency project and increases the probability that the project will be
implemented. However, the firm’s expected payoff decreases because imposing
such a goal introduces an incentive misalignment problem, thus lowering overall
managerial effort.

Another way to overcome the manager’s reluctance is to provide a subsidy that
increases the economic benefit (or returns) of the energy efficiency project. The
subsidy mechanism works indirectly through the economic benefit of the project
to increase energy efficiency implementation. We found that only when the
subsidy is high enough does the project selection outcome shift in favor of the
energy efliciency project. However, the firm’s payoft always increases under the
subsidy mechanism, revealing that subsidy dollars would be allocated to projects
that would have been implemented even without the subsidy. Moreover, the
threshold level of subsidy differs across firms and across capital planning cycles,
making it difficult for the regulator to assess the appropriate subsidy level. These
results suggest that a more effective form of subsidies is one that directly
overcomes the high due diligence cost on operations managers, such as subsidies
related to free energy audits, which provide free expertise in energy audits.

A third mechanism for increasing implementation of capital energy efficiency
projects is to partner with a technology provider. The firm partners with another
organization that has the necessary technological capabilities, allowing the firm
to increase the scope of its own operations. However, this scope comes at the cost
of coordination in the face of increased operational complexity. We show that
whether the cost of coordination is worthwhile depends on how the two
organizations split the gains from their partnership and how much the technology
provider benefits from learning effects across multiple similar projects. The firm

must tradeoft the payoff from appropriating more of the gains from the project

44

www.manaraa.com



with the benefits of incentivizing the technology provider to exert high effort.
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Engaging Supply Chains in Climate
Change

A growing number of firms are responding to climate change by attempting to
mitigate greenhouse gas (GHG) emissions in their operations and supply chains.
Reducing the carbon footprint of companies’ operations provides an enormous
opportunity. The 2,500 largest global corporations account for more than 20% of
global GHG emissions, yet emissions resulting from corporate operations are
typically exceeded by those associated with their supply chains [27]. There is a
growing awareness of the vulnerabilities of supply chains to risks and potential
costs associated with the physical and regulatory threats related to global climate
change [67, 1502 ]. Suppliers are vulnerable to climate change to the extent that
their business activities are likely to be adversely affected by physical changes and

regulations related to climate change [76, 124]. On the upside, managing
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greenhouse gas emissions has also been shown to enhance brand and market
value in some circumstances [ 75, 83]. This combination of managing risks and
pursuing opportunities has led many managers to try to better understand supply
chain management in conjunction with climate change.

Gathering information from suppliers about their climate change
vulnerabilities and GHG emissions enables buyers to benchmark and to identify
cost- and risk-reduction opportunities. In addition, information about supplier
vulnerabilities to climate change can help companies make better decisions to
mitigate risks associated with GHG regulation and with climate change’s
forecasted physical effects [ 148]. Information about supply chain GHG
emissions is also being used by companies such as PepsiCo to develop
carbon-footprint product labels, with the hope of differentiating products and
increasing sales.

But such efforts by buyers are thwarted by severe data limitations because few
companies report their emissions [ 148]. A few initiatives have recently emerged
to address this data gap. One of the first large-scale requests for supply chain
GHG emissions data was by Walmart, in a program launched in 2007 to assess
the sustainability of its supply chain. The United States federal government
followed suit in 2009, when a new presidential executive order required federal
agencies to set reduction targets and track the reduction of GHG emissions,
including those associated with their supply chains [110], which led to the
launch in 2010 of the Federal Supplier Greenhouse Gas Emissions Inventory
Pilot that is expected to run through 2013 [145]. In 2010, the U.S. Securities and
Exchange Commission [ 149] began requiring that the financial annual reports of
publicly traded companies include the business, physical, and regulatory risks
posed by climate change.

Little is known about the circumstances that might encourage or deter
suppliers from sharing with their buyers information about (1) their vulnerability
to the physical manifestations of and regulatory responses to climate change, (2)
their GHG emission levels, and (3) their GHG reduction strategies. In

operations management, information sharing has been used to manage supply
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chain risks, but most research on information sharing in supply chains has
focused on sharing operational parameters such as demand forecasts and
inventory levels to mitigate supply chain disruptions [37, 89]. The scant research
on the use of shared information to manage other types of risk, such as
reputational damage and accidents, has largely focused on management system
standards such as ISO goo1 and ISO 14001 [e.g, 41, 93, 107] and on codes of
conduct governing workplace conditions [e.g, 98, 140, 163]. Despite the
growing interest of managers and policymakers in addressing climate change and
an emerging awareness of the potential role of supply chain management, no
prior research of which we are aware has examined the conditions under which
suppliers and buyers are particularly likely to coordinate efforts to address
climate change. We begin to address this opportunity by theorizing
circumstances in which suppliers are especially likely to share climate change
information with their buyers. We focus on attributes of both the buyers seeking
this information and of the suppliers being asked to provide it. We test our
hypotheses using proprietary data from the Carbon Disclosure Project’s (CDP)
Supply Chain Program, a collaboration of multinational corporations that
request information about their key suppliers’ GHG emissions as well as their
vulnerabilities and opportunities associated with climate change. This empirical
context provides an unusual opportunity to examine how a variety of suppliers
respond to a simultaneous request from various buyers.

We identify several buyer and supplier attributes associated with suppliers’
decisions of whether to share climate change information with their buyers and,
if so, how much. Specifically, suppliers are more likely to share this information
when they face more buyers requesting it and when their buyers convey a
commitment to use it in their future procurement decisions. Suppliers operating
in more profitable industries or located in countries with GHG emissions
regulations are also more likely to share climate change information with buyers.
We find that these factors are also associated with suppliers sharing more
comprehensive information, sharing key pieces of information, and sharing the

requested information with the public.
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We find no evidence that the GHG intensity of a supplier’s industry directly
affects the supplier’s propensity to share climate change information, but we do
find that GHG intensity moderates the influence of buyer requests on sharing
such information. Suppliers in more GHG-intensive industries that do share
climate change information are also especially likely to share GHG emissions
data, owing perhaps to their greater likelihood of having already conducted a
GHG inventory.

3.1 LITERATURE REVIEW

Our examination of the circumstances under which suppliers are particularly
likely to share environmental information with their buyers builds on three

streams of literature, as described below.

3.1.1 ORGANIZATIONAL ADOPTION OF PRACTICES AND STANDARDS

Several studies have examined how buyers have sought to cascade their social
and environmental values through their supply chains by pressuring suppliers to
adopt particular environmental and labor management practices, codes of
conduct governing working conditions, and process standards such as the ISO
14001 Environmental Management System standard. These studies found that
the diffusion of such practices and standards was promoted by particular
organizational, national, and supply chain characteristics. The adoption of
environmental practices is more likely among suppliers that are larger, that are
more environmentally aware, and that have slack resources and specialized assets
[52, 90, 98]. These studies also indicate that adoption is also more likely in
countries with more stringent regulations, stronger legal institutions, and
regulatory requirements to disclose pollution data. Suppliers are also more
willing to adopt practices advocated by buyers that provide technical assistance
and training, that engage in joint problem solving, that share best practices, and
with whom they have collaborative, cooperative, and longer relationships [98].

Anecdotal evidence suggests that buyers with market power can also more
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effectively motivate their suppliers to adopt particular management practices
[10].

While a good deal is known about factors associated with suppliers adopting
environmental and labor practices, it remains unclear whether these factors also
apply to suppliers deciding whether to share environmental information with
their buyers. The nature of the action requested of suppliers differs substantially:
Buyer requests that suppliers share climate change information are based on the
notion of encouraging transparency rather than demanding conformity. Whereas
the costs to a supplier of adopting prescribed operational practices can often be
readily forecasted, sharing climate change information involves not only
measurement cost but also great uncertainty as to how the buyer will interpret
and use the information. Whether the buyer files the information away or uses it
to benchmark and then demand significant GHG emission reductions can
impose dramatically different costs on the supplier. The challenge of such unclear
benefits and costs enables us to develop novel theory and hypotheses to better
understand the factors that motivate suppliers to share such information with

their buyers.

3.1.2 INFORMATION SHARING IN THE SUPPLY CHAIN

Our work also relates to studies of how buyers and suppliers can promote
supply chain coordination, improve production-planning decisions, and reduce
risk by sharing production parameters such as inventory levels and demand
forecasts. Whereas this literature focuses on assessing the value of information
sharing, designing information-sharing mechanisms, and developing optimal
information-sharing strategies [e.g., 23, 37, 86, 169], several works study the
circumstances that promote information sharing between supply chain partners.
Greater willingness to share has been associated with firms that are particularly
dependent on new products and that engage in more innovation in their
organizational processes [ 170]. Supply chain partners are also more likely to

share information the more longstanding their relationship, and the more it is
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characterized by trust and a shared vision, relationship-specific investments, and
an agreement not to share the information with other supply chain partners

[89, 95-97]. Other empirical work has focused on buyers sharing information
with suppliers [123, 137].

Although this literature highlights the importance of mutual trust and
cooperation, very few studies specifically motivate suppliers to share information
with buyers. Moreover, the information-sharing literature has focused on
operational metrics to the exclusion of increasingly important environmental and
social information. Also, whereas sharing operational parameters typically
involves information that one party already has available, such as inventory and
demand forecasts, sharing climate change information often requires investment

in areas quite outside the firm’s core competency.

3.1.3 CORPORATE ENVIRONMENTAL DISCLOSURE

The literature on corporate environmental disclosure focuses on information
disclosed to regulators, investors, and the public through financial and
sustainability reports. Greater disclosure has been found among firms that are
larger and more profitable or are more dependent on capital markets and foreign
sales [43, 112, 133]. Disclosure propensity differs by industries and by region
[43, 112]. Firms also tend to disclose more and higher-quality environmental
information when faced with heightened scrutiny by investors [118, 133],
regulators [ 126], and the media [22, 43].

This literature stream examines disclosure to regulators, investors, and the
public, but not—to the best of our knowledge—supply chain partners. It is
unclear the extent to which this literature’s findings apply to suppliers’ decisions
to share environmental information with their buyers in a business-to-business

context (rather than with consumers).
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3.2 THEORY AND HYPOTHESES

Voluntary information disclosure has long been studied as an information
asymmetry problem featuring adverse selection, where the agent possesses
private information that is unknown to the principal [e.g., 3]. Although there are
many variants of this setting, the fundamental decision by the agent is to
maximize its payoft by deciding whether or not to disclose the desired
information, given the expected response by the principal [ 151]. In this context,
the supplier’s decision to disclose is based on trade-offs between the costs and
benefits of disclosure.

In our context, a supplier must weigh the necessary investments against the
implications for its competitive position. Disclosing climate change information
can require an investment to analyze how climate change and GHG regulations
are likely to affect the organization, to identify all of the various sources of GHG
emissions, to collect GHG emissions data, and to develop and maintain a GHG
reporting system. Firms engaging in these efforts also bear the opportunity cost
of the required capital and personnel time. Suppliers weigh these investments
against the potential impact on their competitive position, such as whether they
will be better positioned to win or retain contracts, whether these tasks can help
them develop capabilities that can differentiate them from competitors, and
whether responding will help them avoid penalties that might arise from not
responding.

Although some of the costs are relatively easy to quantify, the newness of this
context and the rapidly changing public and political views regarding climate
change render other costs and benefits highly uncertain. For example, because
there is no established benchmark for an acceptable level of suppliers’ GHG
emissions, a supplier might not know whether the information it shares will be
viewed by its buyers as acceptable or unacceptable and whether sharing
information will bring new business or new and costly requirements. The
uncertainty about whatever carbon costs would result from GHG emissions

regulations and the uncertainty over changing consumer preferences for less
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carbon-intensive products and services challenge suppliers to anticipate what—if
any—strategic benefits might be achieved by sharing climate change information
with their buyers.

We propose a framework that describes the factors that affect a supplier’s
perceived costs and benefits of sharing information with its buyers. We categorize
these factors into two groups: characteristics of the buyer seeking the information
and characteristics of the supplier from whom the information is being sought.
From the buyers’ side, we hypothesize that the breadth and the depth of buyer
pressure will affect the suppliers’ decisions whether or not to comply with buyers’
requests to provide climate change information. From the suppliers’ side, we
hypothesize that their profitability, their vulnerability to stakeholder scrutiny,
and the relative investment required for them to share information all contribute

to their decision whether or not to share climate change information with buyers.

3.2.1  CHARACTERISTICS OF DEMAND FOR INFORMATION SHARING

Suppliers, already occupied with running their businesses, receive many
information requests from buyers and other stakeholders [36]. Because
gathering information to respond to such requests is costly [ 54], we theorize that
suppliers will prioritize more salient requests and that requests acquire salience
when (1) they appear to be part of a growing trend rather than idiosyncratic and
(2) suppliers face buyers who appear more committed to using the shared
information. In other words, we argue that suppliers will be influenced by the

breadth and depth of the pressure they face from buyers.

THE BREADTH OF BUYER PRESSURE.  Upon receiving a buyer’s request for a
novel type of information, such as climate change vulnerability, suppliers face the
challenge of determining whether the request is idiosyncratic or whether it
signals a new social movement that represents a broad shift in attitudes and
increasingly institutionalized norms [47]. While most research based on social
movement theory concentrates on how activist groups use media campaigns,

shareholder resolutions, strikes, and boycotts to try to pressure organizations to
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adopt new norms [47, 118], we assert that social movements can also be driven
by organizations leveraging their procurement activities. When suppliers see the
request as part of a new trend rather than idiosyncratic, they will anticipate
greater benefits from sharing the information, because the cost of fulfilling the
request can be seen as a smaller investment to be allocated across the current and
future requests. They may also see a refusal to share the information as a risk to
their legitimacy and to future orders. More buyers requesting the same
information indicates greater breadth of pressure—a greater likelihood that the

request is part of a trend and worth a response. We therefore propose:

Hypothesis 1 (H1). Sharing climate change information with buyers
is more likely when suppliers face more buyers requesting this

information.

THE DEPTH OF BUYER PRESSURE.  Research has found that buyers’ mandating
that their suppliers adopt particular management standards leads to the diffusion
of those standards throughout the supply chain [7, 52, 53]. In our context,
however, buyer requests for information are not mandates and the penalties—if
any—of not responding are very unclear. Buyers requesting climate change
information from their suppliers exhibit different levels of commitment to using
this information. Our interviews with sustainability officers at some buyers
requesting climate change information from their suppliers indicated that they
had no current plans to use the information but thought that the data might
eventually be useful and that seeking it was virtually costless. In another example,
a Fortune soo manufacturer that was asked to complete the CDP Supply Chain
Program questionnaire was unable to find anyone at the requesting buying
organization who could explain how the responses would be used [9].

Some companies have expanded their supplier scorecards to include suppliers’
willingness to share GHG information, modified their standard request for
proposals (RFP) to include climate change information sharing, and added

sustainability language to their supplier agreements [9, 11, 154]. For example,
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climate change management is one of Vodafone’s six “pillars” by which supplier
performance is measured [ 154]. In another example, Dell, in requesting its
suppliers to respond to the CDP Supply Chain Program questionnaire, stated:
“Failure to meet these requirements can impact your [supplier] ranking and
potentially diminish your ability to compete for Dell’s business” [ 162 ], although,
even in this case, the cautious phrasing (“can,” “potentially”) conveys uncertainty
about how important the information really is to future procurement decisions.
Suppliers are likely to perceive more intense pressure from those buyers that
do plan to use the requested information in their criteria for supplier selection (or
retention) and/or as part of procurement contract terms. Indeed, our interviews
indicated that buyers often found it difficult to obtain information from suppliers
unless the supplier perceived the request to be relationship-critical. Conveying a
commitment to use suppliers’ climate change information is more likely to lead

suppliers to anticipate greater benefits from sharing that information and greater

costs of refusing to do so. We therefore propose:

Hypothesis 2A (H2A). Suppliers are more likely to share climate
change information with buyers that appear committed to using this

information in future procurement decisions.

Alternatively, suppliers might be especially deterred from sharing information
with buyers committed to using it. Because “appropriate” levels of climate change
management attention and GHG emissions performance have yet to be well
established, suppliers risk sharing information that a buyer might judge to be
poor when benchmarked against other suppliers. For example, Walmart’s senior
director of sustainability and strategy acknowledged that the sustainability
information Walmart requests from its suppliers, including GHG emissions
levels and reduction targets, will “help us recognize who’s leading and who’s
lagging” [ 55, p. 3]. This reasoning is supported by Verrecchia [ 151], who stated
that a reason for withholding information when disclosure is voluntary is the
uncertainty concerning the types of player involved. In our context, the

uncertainty concerns both the buyer’s type (how the buyer will react to the
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disclosed information) and the supplier’s own type (how the supplier compares
to other suppliers). For example, when a supplier requests a price increase due to
rising energy costs, few would expect the buyer to consult the energy and climate
risk management information that the supplier shared via the CDP Supply Chain
Program, but this is what Imperial Tobacco Group does [27]. In addition,
sharing data with buyers could lead them to ask suppliers to incur additional
costs, as implied by Dell’s stated intention to “work with suppliers on emissions
reduction strategies once data is collected” [ 109]. Such concerns would make
suppliers less likely to disclose climate change information to buyers that appear

especially committed to using it. We therefore propose:

Hypothesis 2B (H2B). Suppliers are less likely to share climate
change information with buyers that appear committed to using this

information in future procurement decisions.

3.2.2 CHARACTERISTICS OF INFORMATION PROVIDERS

Beyond buyer’s attributes, a supplier’s competitive and institutional context
will influence its propensity to share climate change information with a buyer.
We focus on the profitability of a supplier’s industry, the supplier’s vulnerability
to scrutiny from stakeholders regarding climate change, and the extent to which
the investment required for it to share climate change information is reduced

through operating in a domain featuring GHG emissions regulations.

PROFITABILITY. Firms often provide their highest-quality service to attract and
retain the most profitable customers. Airlines offer first-class customers special
treatment, some customer call centers prioritize the most profitable customers
[84], and some companies deprioritize the quality of service to their
least-profitable customers [ 155 ]. Theory indicates that bouts of extremely high
service quality enhance customer retention [ 16] and empirical research reveals
high returns on investing in the loyalty of high-value customers [117]. Literature

on newsvendor stocking quantities also indicates that firms maintain a higher
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service level for more profitable customers [ 114]. We argue that, in this regard,
agreeing to a buyer’s requests for information can be treated as high-quality
service. Suppliers in highly profitable industries are more likely to agree to such
requests than those in less profitable industries such as commodities, where
competition is based on price rather than service. Suppliers in more profitable
industries (1) face higher opportunity costs of losing buyers and thus have
greater incentives to retain them and (2) are more likely to be able to afford to
invest in gathering the requested information, for example, by developinga GHG

inventory. We therefore propose:

Hypothesis 3 (H3). Sharing climate change information with buyers
is more likely among suppliers operating in more profitable

industries.

VULNERABILITY TO STAKEHOLDER SCRUTINY.  Suppliers in GHG-intensive
industries are more likely to face public scrutiny and pressure from
nongovernmental organizations (NGOs) regarding climate change [112], and
are more likely to be targeted or threatened by GHG regulations. Similarly, they
are more likely to be prioritized for scrutiny by buyers and investors seeking to
manage their climate change vulnerabilities and to reduce GHG emissions.
Those that refuse to share climate change information are likely to be targets of
even greater NGO scrutiny [ 132 ], which can increase their costs. Research has
shown that firms seek to avoid the costs and risks associated with being
scrutinized [ 126] and that sharing environmental information is one way to
bolster legitimacy and alleviate scrutiny on environmental matters [ 108]. We

therefore propose:

Hypothesis 4 (H4). Sharing climate change information with buyers
is more likely among suppliers operating in GHG-intensive

industries.
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INVESTMENT REQUIRED FOR INFORMATION SHARING. Different suppliers
would need to make different investments in order to share information with
buyers. One important factor is whether regulations already require the company
to gather related information. In our context, suppliers in countries where
regulations already call for at least some of the requested information or similar
information will require less investment to gather and analyze the data necessary
to share climate change information with their buyers. For example, suppliers
already subject to regulations requiring them to identify and calculate their GHG
emissions and to develop a reporting system will require little additional
investment to share this information with buyers.

Even suppliers in countries where GHG regulations target companies in other
industries but not their own are likely to require lower investments to calculate
their GHG emissions than suppliers in unregulated countries will require. GHG
emissions regulations create a market of service providers to support the
development of GHG inventories in that country, so even suppliers whose GHG
emissions are not regulated have superior access to such services. In addition,
institutional theory predicts that regulations legitimize certain norms and
preferences [125]. In our context, a country’s GHG regulations legitimize (1)
the management of climate change impacts and (2) being transparent about
these efforts, while also lowering the cost of doing so, both of which would tend
to delegitimize a supplier’s refusal to disclose climate change information. We

therefore propose:

Hypothesis s (Hs). Sharing climate change information with buyers
is more likely among suppliers in countries with GHG emissions

regulation.
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3.3 DATA AND MEASURES

3.3.1  DATA AND SAMPLE

We tested our hypotheses in the context of the Carbon Disclosure Project’s
Supply Chain Program, which involves a group of multinational corporations
(buyers) interested in learning about their key suppliers’ vulnerabilities to
climate change, strategies to address these vulnerabilities, and GHG emission
levels. Participating buyers included financial companies such as National
Australia Bank, high-technology firms including Dell and IBM from the United
States, consumer product firms such as France’s L'Oréal and the United
Kingdom’s Unilever, and energy service firms such as Italy’s Enel. Each buyer
provided CDP with a list of the suppliers from whom it sought data. Buyers
typically selected a subset of their suppliers that accounted for a significant
portion of the buyer’s spending [45]. CDP, a UK-based NGO that maintains the
world’s largest database of corporate climate change information [28], surveyed
these suppliers on behalf of the buyers using an online questionnaire. Although
the online questionnaire is administered through CDP, buyers also communicate
directly with their suppliers to inform them about this request and to encourage
them to share the information [29].

Our empirical context offers a unique opportunity to examine how suppliers
in different industries around the world respond to an identical set of questions
asked simultaneously by a variety of buyers. Each year, all of the suppliers
surveyed received an email from CDP on the same date, explaining the online
questionnaire and inviting them, on behalf of their particular buyer(s), to
complete it. Each supplier, upon accessing the online questionnaire using a
custom URL, immediately sees a list of its buyers that are requesting this
information. Suppliers could respond privately or publicly. CDP shares private
responses only with those buyers that had requested the information. (Suppliers
cannot, however, instruct CDP to share their responses with only a subset of their

requesting buyers.) Public responses are shared with the requesting buyers and
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are also posted on CDP’s public website (http://www.cdproject.net).

The CDP Supply Chain Program is an extension of CDP’s primary program
that sends similar questionnaires to predominantly large, publicly traded
companies on behalf of their institutional investors. Prior studies have examined
the content of information disclosed to CDP [ 85 ] and stock market reactions to
these disclosures [83]. Other studies found that companies’ decisions whether or
not to publicly disclose climate change information to the Investor CDP Program
were associated with the company’s size, environmental performance, media
visibility, reliance on foreign sales, the threat of climate change regulation, and
having been targeted by environment-related shareholder resolutions
[100, 118, 133]. Our research differs from these studies because we examine
factors related to supply chain relationships, we exploit institutional variation
across firms located in many countries, and the suppliers in our sample are
significantly more heterogeneous in size and include both privately held and
publicly owned companies, compared to those who receive the Investor CDP
questionnaire. CDP provided us with proprietary data from its Supply Chain
Program surveys conducted in 2009 and 2010 on condition that we maintain the
confidentiality of nonpublic information. Each year, the response deadline was
July 31. For the 2009 survey, 44 buyers from 11 countries asked CDP to survey
1,402 of their suppliers in 42 countries. For the 2010 survey, these numbers grew
to 57 buyers from 135 countries requesting information from 1,853 suppliers in 45
countries. We linked the CDP data to the Capital IQ and Worldscope databases
and to information from the United Nations Framework Convention on Climate
Change, the World Economic Forum, Trucost, and the U.S. Department of
Agriculture’s Economic Research Service. Of the questionnaires sent in 2009 and
2010, totaling 3,255, we were able to link the CDP data to other variables of
interest for 3,226 questionnaires (99%) from 2,490 suppliers in 49 countries (the
supplier’s country is almost always its headquarters country); 1,376
questionnaires for 2009, and 1,850 for 2010. The geographic distribution and

industry distribution of these suppliers are reported in Figures 3.3.1 and 3.3.2.
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Country Freq. Country Freq.
Argentina 2 Mexico 10
Australia 22 Netherlands 46
Austria 11 New Zealand 1
Belgium 15 Norway 7
Bermuda 1 Philippines 2
Brazil 251 Poland 5
Bulgaria 2 Portugal 21
Canada 44 Romania 19
China 70 Russia 2
Czech Republic 17 Singapore 15
Denmark 20 Slovenia 1
Fiji 1 South Africa 8
Finland 15 South Korea 24
France 102 Spain 352
Germany 108 Sweden 39
Greece 16 Switzerland 32
Hong Kong 17 Taiwan 103
Hungary 1 Thailand 5
India 36 Tunisia 1
Ireland 19 Turkey 9
Israel 8 United Arab Emirates 4
Italy 80 United Kingdom 478
Japan 131 United States 1,047
Lithuania 1 Venezuela 1
Malaysia 4

Total (company-years) 3,226

Figure 3.3.1: Supplier locations.
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Industry Freg.

Consumer discretionary 253
Consumer staples 213
Energy 59
Financials 98
Healthcare 67
Industrials 753
Information technology 656
Materials 527
Telecommunication services 54
Utilities 42
Unknown 504
Total (company-years) 3,226

Figure 3.3.2: Supplier industries.

Our unit of analysis is the supplier-year.

3.3.2 MEASURES

DEPENDENT VARIABLE. We created a dichotomous variable, shared climate
change information, coded 1 when a supplier shared climate change information
(publicly or privately) by responding to the CDP Supply Chain Program
questionnaire in a given year and o otherwise. We created this variable based on
proprietary data obtained from CDP for survey years 2009 and 2010. Of the
1,376 suppliers that were sent the questionnaire in 2009, 726 (52.8%) shared
climate change information. In 2010, 995 of 1,850 surveyed suppliers (53.8%)
did so. Although this measure considers even those suppliers that responded to a
single question to have shared climate change information, alternative
approaches to coding with different comprehensiveness thresholds yielded
nearly identical results. In particular, as robustness tests, we employed four
alternative approaches to coding this dichotomous variable as 1 based on

whether the supplier answered at least two, at least four, at least eight, or at least
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12 of 19 core survey questions.

INDEPENDENT VARIABLES. We captured the degree to which buyer requests
were indicative of a social movement rather than being idiosyncratic via number
of buyer requests—the number of buyers that asked a particular supplier to share
climate change information through the CDP questionnaire in a given year. We
obtained data for this measure from CDP. To reduce skew, we use the logged
value in our models.

To capture the extent to which suppliers perceived their buyers to be more
committed to actually using the requested information, we obtained data from
CDP Supply Chain Program staff about each buyer’s formal mechanism (if any)
to incorporate suppliers’ responses into future procurement decisions. For
example, as mentioned earlier, Dell warns its suppliers that failure to respond can
reduce their future business prospects [162]. We created climate change as a
buying criterion as a dichotomous variable coded 1 for suppliers that faced at least
one requesting buyer whose supplier scorecard, RFP process, or other supplier
evaluation scheme incorporated responses to the CDP Supply Chain
questionnaire and o if the supplier had no such buyer. This measure differentiates
suppliers facing buyers portraying a commitment to use the requested
information from suppliers whose buyers do not portray such a commitment.

Because numerous suppliers in our sample are privately held companies
located around the world, we were unable to obtain firm-level profit margin data
for most of the suppliers in our sample. We instead measure the profitability of
each supplier’s industry based on the median profit margin of that industry in the
supplier’s country. We calculated the profit margin (net income divided by sales)
of all companies in the Worldscope database, which includes more than 95% of
the world’s publicly traded companies. Finding large variation across countries in
the profit margins of companies within the same industry (four-digit Global
Industry Classification Standard [GICS] code), we calculated the median profit
margin within each industry-country dyad to capture the prevailing profitability

of each supplier’s industry. We chose median rather than mean to avoid
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contamination by outliers. We used one-year lagged values in our models, but
using the average of one- and two-year lags instead yielded very similar results.

We gauge a supplier’s vulnerability to climate change regulations by the
GHG-intensity of its industry. Using data obtained from Trucost, we measure
industry’s GHG intensity in metric tons of GHG per million U.S. dollars of
revenue in 2009 for each six-digit GICS code. We linked this to our sample based
on six-digit GICS codes obtained from Capital IQ. We recoded the 569 cases for
which we could not obtain these data from “missing” to “o” (after adding 1). We
also included in our models a corresponding dichotomous variable coded 1 for
observations for which such recoding had been conducted and o otherwise.

To identify whether there were climate change regulations in a supplier’s
country, we created a dichotomous variable, Kyoto Annex I country, coded 1 for
suppliers in countries that were listed in the Kyoto Protocol’s Annex I and that, by
September 2010, had ratified, approved, accepted, or accessed the Protocol,
thereby agreeing to promulgate national regulations imposing binding GHG
emission limits, and coded o otherwise. We coded this variable based on data
obtained from the United Nations Framework Convention on Climate Change

website [ 144].

CoNTROL VARIABLES. We measured whether a supplier was simultaneously
asked to respond to the two other primary questionnaires that CDP administered
on behalf of institutional investors and government agencies by creating two
dichotomous variables: received CDP Investor questionnaire and received CDP
Public Procurement questionnaire. We obtained data for these measures from CDP.
Also, to account for instances in which suppliers in 2010 had also received the
CDP Supply Chain Program questionnaire in 2009, we created a dichotomous
variable, received CDP Supply Chain questionnaire in previous year, coded 1 in such
instances and o otherwise.

We measure buyer power as each supplier’s largest buyer’s revenue (in U.S.
dollars), which we obtained by combining data from CDP and Capital IQ.

Because of Capital IQ’s limited coverage, we could only obtain this measure for
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92% of our sample (2,964 of the 3,226 supplier-year observations) and recoded
missing values to o. We also obtained data for supplier’s revenue (in U.S. dollars)
from Capital IQ, but only for 36% of our sample (1,163 of 3,226 supplier-year
observations). We recoded the missing values to o. In our models, we used
one-year lagged values of both variables and logged each of them (after adding 1)
to reduce skew. We also included in our models corresponding dichotomous
variables coded 1 to denote observations for which recoding-to-zero had been
conducted and coded o otherwise.

Our model controls for several country-level factors. We measure country’s
environmental governance in each supplier’s country based on executives’
perceptions of (1) that country’s pollution levels, (2) the extent to which
environmental challenges negatively impact business operations in that country,
and (3) the stringency of that country’s environmental regulations and
enforcement. We obtained these data from the World Economic Forum’s annual
Executive Opinion Surveys, in which executives scored each of these dimensions
using a seven-point Likert scale ranging from 1 for “extremely weak” to 7 for
“extremely strong—the best in the world.” Because this set of questions changed
slightly during our sample period, we calculated annual country averages (rather
than relying on factor-analysis scores) to avoid having our measure be overly
dependent on our particular sample [156]. In our models, we use responses
lagged one year to capture the circumstances prevailing when the CDP
questionnaire was administered.

We measure activist pressure and scrutiny as environmental NGOs per million
population, which reflects the number of the International Union for
Conservation of Nature (IUCN) member organizations (in 2004) per million
population (in 2003). IUCN is an international environmental organization
whose members include the most significant international environmental NGOs,
such as Conservation International, the National Geographic Society, and the
Sierra Club. This ratio, which we obtained from Esty et al. [ 59], has been used for
similar purposes by others [e.g., 68]. To reduce skew, we logged this variable after

adding 1.
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We also obtained data for country’s per capita GDP in real 2005 U.S. dollars
from the U.S. Department of Agriculture’s Economic Research Service. We
logged this variable to reduce skew and used one-year lagged values.

We control for the potential for management decisions to be influenced by
industry norms and trends [ 102, 118]. We created a set of supplier industry
dummies based on their two-digit GICS codes, using information from Capital
IQ whenever available or else from supplier responses to CDP. The industry
dummies also control for potential measurement error issues, such as the
possibility that there are unobserved buyer requests that are not managed
through CDP and the number of which varies by industry. Our industry
dummies had to be fairly coarse to afford ample variation of our hypothesized
industry measures (GHG intensity and profit margins) within these categories.
We created an unknown industry dummy to denote the 506 observations for
which we could not obtain industry information from either of our sources.
Although industry dummies control for time-invariant industry characteristics,
managers might interpret the number of CDP Supply Chain requests they receive
in light of industry trends. We therefore also control for the log (after adding 1)
of mean buyer requests each year within each supplier’s industry (two-digit GICS
code). We also performed a robustness test using the unlogged version of this
variable, which yielded largely similar results.

Figures 3.3.3 and 3.3.4 report summary statistics and correlations for all of

these variables. The distribution of industries are reported in Figure 3.3.2.

3.4 METHOD AND RESULTS

3.4.1 MODEL SPECIFICATION

We test our hypotheses by estimating the following model:
Yiee = F(B Xjet + B,7; + B+ 18477]' + B, + ﬁsl"jt + Vijet)
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Variable Mean i) Min Max
Shared climate change information 0.53 0.50 0 1
Number of questions answered (out of 19) 7.95 7.84 0 19
Number of buyer requests 1.31 0.92 1 10
Number of buyer requests (log) 0.16 0.40 0 2.30
Climate change as a buying criterion 0.41 0.49 0 1
Median profit margin by industry-country (%) * 0.01 0.07 -0.48 0.55
Industry’s GHG intensity 240.60 468.99 0 6433.14
Industry’s GHG intensity (log) 3.98 221 0 8.77
Kyoto Annex I country 0.50 0.50 0 1
Mean buyer requests per industry-year 1.31 0.23 1 1.67
Mean buyer requests per industry-year (log) 0.83 0.10 0.69 0.98
Received CDP Investor questionnaire 0.21 0.41 0 1
Received CDP Public Procurement questionnaire 0.05 0.22 0 1
Received CDP Supply Chain questionnaire in previous year 0.24 0.43 0 1
Largest buyer’s revenue (million USD) * 32842.11 26475.76 0 122748.50
Largest buyer’s revenue (USD) (log) ¥ 22.03 6.61 0 25.53
Supplier’s revenue (million USD) 5282.88  21684.17 0 458361.00
Supplier’s revenue (USD) (log) ¥ 7.88 10.60 0 26.85
Country’s environmental governance 4.84 0.56 0 6.24
County’s environmental NGOs per million population 0.49 0.41 0 3.65
County’s environmental NGOs per million population (log) 0.37 0.26 0 1.54
Country’s per capita GDP (real 2005 USD) ¥ 32538.47 12945.12 850.28 68544.08
Country’s per capita GDP (real 2005 USD) (log)* 10.20 0.79 6.75 11.14
Year 2010 dummy 0.57 0.49 0 1

Note: N = 3,226 company-year observations from 2,490 companies in 49 countries. * denotes variables lagged one year.

Figure 3.3.3: Summary statistics.

O @ G @G 6 6 D ® © (o dy d2 d3 d4 das)

[0))] Shared climate change information 1.00

(2)  Number of buyer requests (log) 0.27 1.00

(3)  Climate change as a buying criterion 032 028 1.00

(4)  Median profit margin by industry-country * 0.03 -0.01 0.00 1.00

) Industry’s GHG intensity (log) 0.36 0.17 0.18 0.06 1.00

(6)  Kyoto Annex I country -0.01 -0.05 -0.03 -0.05 -0.08 1.00

(7)  Mean buyer requests per industry-year (log) 031 026 027 0.04 0.50 -0.17 1.00

®) Received CDP Investor questionnaire 027 040 0.17 -0.03 0.21 0.05 0.18 1.00

(9)  Received CDP Public Procurement questionnaire 0.18 0.25 0.12 0.03 0.04 0.14 -0.01 0.23 1.00

(10)  Received CDP Supply Chain questionnaire in previous | 0.25 0.26 0.26 -0.04 0.19 -0.06 0.27 0.18 0.14 1.00
year

(11) Lm'gestbuye:r‘sreve:nue:(log)§ -0.05 0.15 -0.04 0.00 -0.12 0.15 -0.09 0.03 0.05 -0.09 1.00

(12) Supplier’s revenue (log) * 028 0.37 0.24 -0.03 0.25 -0.05 0.25 0.68 0.18 0.20 -0.02 1.00

(13)  Country’s environmental governance 0.16 0.14 0.03 -0.13 024 020 0.14 023 0.07 0.07 -0.02 021 1.00

(14)  Country’s environmental NGOs per million -0.05 -0.03 -0.06 -0.07 -0.08 0.74 -0.17 0.03 0.16 -0.05 0.06 -0.07 0.29 1.00
population (log)

(15)  Country’s per capita GDP (log)* 0.11 0.0 0.1 -0.19 0.15 025 0.05 0.11 0.11 0.06 0.00 0.2 0.63 043 1.00

ae6) Year 2010 dummy -0.01 0.01 0.06 -0.01 -0.02 0.02 0.08 -0.00 0.00 0.48 -0.09 -0.06 -0.17 0.04 -0.11

Notes: N = 3,226 company-year observations from 2,490 companies in 49 countries. * denotes variables lagged one year.

Figure 3.3.4: Correlations.
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where Y, refers to whether supplier i in industry jlocated in country c¢ shared
climate change information in year t. The function F(+) refers to the logistic
function; X refers to our hypothesized variables number of buyer requests,
climate change as a buying criterion, median profit margin, industry’s GHG intensity,
and Kyoto Annex I country; and v;;, is the error term.

The term 7,, includes several control variables coded at the supplier-year level.
Because repeated requests and information demands from other stakeholders can
increase the propensity to share environmental information, we controlled for
whether suppliers simultaneously received requests for similar information from
CDP on behalf of public procurement agencies (received CDP Public Procurement
questionnaire) and whether suppliers surveyed in 2010 had also been surveyed in
2009 (received CDP Supply Chain questionnaire in previous year). The term 7, also
includes a dichotomous variable designating whether the supplier also faced
investor pressure to share climate change information, as indicated by its having
also received CDP Investor questionnaire. Suppliers receiving these additional
requests might feel increased pressure to respond and would face lower costs of
responding per questionnaire because the questions are largely identical and
because responses can be submitted simultaneously through CDP’s online
system.

Because prior studies have found suppliers to be especially likely to comply
with buyers’ requests to adopt environmental and labor management practices
when the buyers had more market power [ 10, 163], 7,, also includes each
supplier’s largest buyer’s revenue (among its requesting buyers). The term 7, also
includes supplier’s revenue, because supplier size can affect environmental
disclosure [43, 112, 133] and the adoption of environmental and social practices
in supply chains [98, 163].

The term ¢ , refers to several institutional variables corresponding to the
supplier’s country. Because environmental disclosure is more likely among
organizations subjected to heightened environmental regulatory scrutiny [126],
¢, includes the supplier country’s environmental governance. It also includes a

measure of activist pressure, environmental NGOs per million population, because
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activist pressure and scrutiny have been shown to affect organizations’ disclosure
decisions [101]. The term ¢_, also includes the supplier country’s per capita GDP
because environmental preferences are sometimes viewed as a luxury good and
the environmental interests of stakeholders in the supplier’s country might be
correlated with economic development.

Because research has shown that firms in different industries exhibit distinct
environmental disclosure patterns [43, 112, 118], we include 7; to account for
general differences between industries by including the set of suppliers’ industry
dummies. To account for a general increase in awareness of climate change, 7,
refers to a year 2010 dummy variable to distinguish supplier responses to the
2010 questionnaire from responses to the 2009 questionnaire. Also, because
managers might decide whether or not to share climate change information in
light of industry trends, we include g, which captures the annual mean buyer

requests in each supplier’s industry.

3.4.2 RESULTS

We use logistic regression to estimate our model that predicts a dichotomous
dependent variable, but estimating the model as a linear probability model (using
ordinary least squares regression) yields the same inferences. Because our dataset
includes some suppliers that were surveyed in both 2009 and 2010, we report
robust standard errors clustered by supplier, which accommodates
heteroskedasticity as well as the nonindependence of these suppliers’ responses
over the two-year sample period.

We begin by estimating a baseline model that includes only attributes of the
supplier and its institutional environment—which have been the focus of the
environmental information disclosure literature so far—and omitting all
supply-chain-related variables. We find that being located in a country with GHG
emissions regulation ( = 0.50; p < 0.01) and having also received a CDP
Investor questionnaire (8 = 0.88; p < 0.01) are positive and significant

predictors of suppliers sharing climate change information, but find no evidence
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Model: (1) (2a) (2b) (3a) (3b)
Dependent variable: Shared climate change information # questions answered
Functional form: Logistic Negative binomial
Sample: All firms All firms All firms
Coefficients | Coefficients AME Coefficients AME
H1 Number of buyer requests (log) 0.794%* 0.14 0.095* 0.82
[0.185] [0.045]
H2 Climate change as a buying criterion 0.840%* 0.15 0.462%* 4.00
[0.103] [0.049]
H3 Median profit margin by industry-country ¥ 1.453* 0.25 0.844* 7.31
[0.698] [0.362]
H4 Industry’s GHG intensity (log) 0.083 0.034 0.01 0.044 0.38
[0.060] [0.062] [0.035]
H5 Kyoto Annex I country 0.500%* 0.459** 0.08 0.270** 2.34
[0.144] [0.146] [0.069]
Mean buyer requests per industry-year (log) 10.815%* 1.89 6.520%* 56.45
[2.397] [1.155]
Received CDP Investor questionnaire 0.880%* 0.733%* 0.13 0.297%* 2.57
[0.184] [0.191] [0.075]
Received CDP Public Procurement questionnaire 1.455%* 0.25 0.267** 2.31
[0.337] [0.080]
Received CDP Supply Chain questionnaire in previous year 0.683%* 0.12 0.532%* 4.61
[0.126] [0.053]
Largest buyer’s revenue (log) ¥ 0.064 0.01 -0.031 -0.27
» [0.059] [0.030]
Supplier’s revenue (log) ¥ 0.066 0.026 0.00 0.021 0.18
[0.041] [0.039] [0.020]
Country’s environmental governance ¥ 0.010 0.155 0.03 -0.047 -0.41
[0.124] [0.123] [0.065]
Country’s environmental NGOs per million population (log) -0.925%* -0.915%* -0.16 -0.260+ -2.25
[0.304] [0.305] [0.133]
Country’s per capita GDP (log) ¥ 0.118 -0.023 -0.00 -0.042 -0.36
[0.081] [0.086] [0.049]
Observations 3,226 3,226 3,226
Companies 2,490 2,490 2,490
Countries 49 49 49
Log likelihood -1,803 -1,667 -8,858
Mean dependent variable 0.53 0.53 7.95
McFadden’s adjusted R-squared 0.18 0.24 0.04

Notes: Brackets contain robust standard errors clustered by supplier. AME, average marginal effect. All models also include dummies for year
201Q industry dummy variables, and dummy variables denoting instances in which the following variables were recoded from missing to zero:
industry’'s GHG intensityN = 569), supplier's revenuéN = 2,063), and country’s envionmental governanceN = 4). Models 2 and 3 also
include dummy variables to denote instances in which largest buyer’s revenu@ = 262) and median profit margiN = 540) were recoded from
missing to zero. ** p<0.01, * p<0.05, + p<0.10. ¥ denotes variables lagged one year.

Figure 3.4.1: Logistic regression results.

of a significant influence from being in an industry more vulnerable to climate
change. Moreover, the supplier country’s number of environmental NGOs per
million population (f = —0.93; p < 0.01) is a negative and significant predictor
of suppliers sharing climate change information.

Columns (22) and (2b) of Figure3.4.1 report results of our primary model,
with coefficients in Column (2a) and average marginal effects in Column (2b).
Examining our control variables, we find that requests by CDP on behalf of other
parties and previous buyer requests for climate change information made it more
likely that suppliers would share that information with their buyers. Specifically,

having simultaneously received a CDP Investor questionnaire (f = 0.73;
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p < o.01) ora CDP Public Procurement questionnaire (f = 1.46; p < 0.01)
significantly increased suppliers’ probability of sharing climate change
information, as did the supplier’s having received the CDP Supply Chain
questionnaire in both 2009 and 2010 (f = 0.68; p < o.01). The coefficient on
mean buyer requests per industry-year is also positive and significant (f = 10.82;
p < o.o1), signifying that an increase in the number of requests within an
industry between the two years of our study increases the likelihood of a supplier
responding to the questionnaire. The negative and significant coeflicient on
supplier country’s environmental NGOs per million population (f = —0.92;

p < o.o1) suggests that the higher pressure and scrutiny associated with higher
NGO density leads to suppliers being less likely to respond to the questionnaire.
In contrast, largest buyer’s revenue, supplier’s revenue, the supplier country’s
environmental governance, and the supplier country’s per capita GDP were not
significant contributors to the likelihood of a supplier sharing climate change
information with its buyers.

Turning to our independent variables, the results yield support for both of our
hypothesized demand-side factors. A significant positive coefficient on number of
buyer requests (B = 0.79; p < o.01) indicates that the greater the number of
buyers requesting climate change information from a supplier, the more likely
that supplier is to provide it, which supports Hi. The average marginal effect
indicates that a one-log-unit increase in the number of requesting buyers is
associated with a 14.0-percentage-point increase in the probability of sharing
climate change information. Estimating the model after substituting the
unlogged number of requesting buyers for the logged value also yielded a
significant positive coefficient.

The significant positive coefficient on climate change as a buying criterion
(B = 0.84; p < o.01) indicates that a buyer’s apparent commitment to use its
suppliers’ climate change information in future procurement decisions increases,
rather than decreases, the probability that suppliers will share that information.
This supports H2A rather than H2B. The average marginal effect indicates that

having at least one requesting buyer using climate change as a buying criterion
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boosts the probability of a supplier sharing that information by 15 percentage
points, increasing the average predicted probability from 47.0% to 62.2%. This
finding is robust to several alternatives to our dichotomous measure, including
the proportion of requesting buyers using climate change as a buying criterion,
the number of requests from buyers using climate change as a buying criterion,
and the largest revenue of a requesting buyer using climate change as a buying
criterion.

From the supplier’s side, the significant and positive coeflicients on median
profit margin (f = 1.45; p < 0.05) and Kyoto Annex I country (f = 0.46;

p < o.o1) lend support to H3 and Hs. Average marginal effects indicate that (1)
a one-standard-deviation increase in median profit margin increases the
probability that a supplier shares climate change information by 1.75 percentage
points and (2) being located in a country with GHG emissions regulation
increases the probability of sharing climate change information by 8 percentage
points (increasing the average predicted probability from 49.5% to 57.4%).

The nonsignificant coeflicient on industry’s GHG intensity yields no support for
Hy. Exploring several alternative measures of GHG intensity, such as the log of
total GHG emissions associated with each supplier’s industry (based on
estimates of U.S. industries obtained from the National Center for Manufacturing
Sciences’ Environmental Roadmapping Initiative) and a dichotomous
environmentally sensitive industries 38, p. 643 ], we continued to find no evidence
that suppliers in industries more vulnerable to climate change regulation were
more likely to share climate change information. Finding no evidence of a direct
effect of industry’s GHG intensity, we explored whether it had an indirect effect.
Additional analyses described in Appendix B revealed that buyer requests have a
larger impact on the likelihood of sharing climate change information for
suppliers in low-GHG-intensity industries than they do for suppliers in
high-GHG-intensity industries.

Comparing results of the baseline model (column (1)) to those of the more
comprehensive primary model (columns (2a) and (2b)) yields an important

insight: A likelihood ratio test indicates that our primary model significantly
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improves the model fit compared to that of our simpler baseline model

(x* = 271; p < o.o1). This implies that supply chain factors do significantly
improve our understanding of a supplier’s decision whether or not to share
climate change information with its buyers.

Appendix B reports additional analyses that indicate that the results of our
analysis are robust to additional controls, including environmental governance in
buyers’ countries and the market power of buyers and suppliers relative to each
other. Additional analyses in Appendix B also suggest that our results are
generalizable to other buyers—including those less committed to disclosing their
own climate change information—and to the additional suppliers from whom

the buyers did not request climate change information.

3.5 RESPONSE COMPREHENSIVENESS AND TRANSPARENCY

The analyses in the previous section examine a supplier’s decision whether or
not to share climate change information, considering such sharing to be a binary
activity. In this section, we extend our analysis to explore variation in the
comprehensiveness of the information shared—Dboth in terms of the raw amount
of information shared and whether key information was shared. We also identify
circumstances under which suppliers share information particularly transparently

by providing access to the public as well as to their buyers.

3.5.1 RESPONSE COMPREHENSIVENESS

The comprehensiveness of the information suppliers shared with buyers via
the CDP Supply Chain Program differed substantially. Our dichotomous
primary dependent variable, shared climate change information, does not
differentiate between suppliers that answered every question in the questionnaire
and those that answered only one. It also does not differentiate between suppliers
that provided meaningful answers to core questions and those that provided

uninformative responses such as “not applicable.”
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To better capture different levels of response comprehensiveness, we coded an
alternative dependent variable: the number of questions answered meaningfully by
the supplier. We identified 19 core questions that were asked in both the 2009
and 2010 versions of the CDP questionnaire. These include questions about the
supplier’s risks and opportunities associated with climate change (six questions),
GHG emissions levels (five), reductions in its GHG emissions and energy usage
(three), governance of climate change issues (two), and engagement in climate
change issues in its own supply chain (three). For each supplier, we counted how
many of these 19 questions were answered, excluding responses such as “not
applicable” and those that were left blank. Among questionnaires that were at
least partially completed, the median response included answers to 16 questions,
with a mean of 14.9 questions. Among all questionnaires, including the 1,506 in
which none of the questions were answered, the median survey included answers
togofthe 19 questions, with a mean of7.95 questions.

We predicted number of questions answered, a count dependent variable, with
the same set of independent and control variables used in our primary model. We
use negative binomial regression because this count variable exhibits
overdispersion (with variance 61.5 and mean 7.95). As before, the unit of
analysis is the supplier-year. We report standard errors clustered by supplier, so
our results are robust to heteroskedasticity and to non-independence among the
responses by those suppliers that responded in both 2009 and 2010.

Results from the negative binomial regression are reported in Figure 3.4.1,
column (3a), with average marginal effects reported in column (3b). All of the
hypothesized variables that our primary model (columns (2a) and (2b))
indicated were significant determinants of sharing climate change information
were also significant determinants of response comprehensiveness. For example,
average marginal effects indicate that a one-log-point increase in number of buyer
requests increases the number of questions answered by 0.82. A
one-standard-deviation increase in median profit margin will increase the number
of questions answered by o.51. The use of climate change as a buying criterion and

being located in a Kyoto Annex I country (changes in values from o to 1) are

74

www.manaraa.com



associated with an average of 4.0 and 2.3 additional questions answered,
respectively. These results indicate that the factors that significantly increase the
likelihood of suppliers sharing climate change information with their buyers at all

also predict the comprehensiveness of the information they share.

3.5.2 SHARING KEY METRICS

The analyses above have explored the determinants of (1) the supplier’s
decision to share climate change information with its buyers and (2) the
comprehensiveness of the supplier’s response, but have not distinguished
whether or not the shared information included the metrics of greatest interest to
many buyers. Both the CDP reports and our own interviews indicate that many
buyers in our sample were motivated by the ultimate objective of reducing their
extended carbon footprints [25, 27]. These buyers had requested climate
information to learn whether or not their suppliers had begun measuring their
GHG emissions and whether they had begun planning to reduce them. For
example, approximately one-third of Walmart’s supplier sustainability assessment
focuses on GHG emissions levels and reduction targets [ 157]. GHG emissions
levels and trends are also among the most common environment, health, and
safety metrics reported to senior management and are commonly used by stock
analysts to evaluate corporate performance along environmental, social, and
governance dimensions [131].

With all this in mind, we extended our analysis to explore whether the
determinants we hypothesized to influence suppliers to share climate change
information with their buyers also motivated them to share quantitative GHG
emissions data and GHG or energy reduction targets in particular. Although the
CDP questionnaire requested but did not require suppliers to include these (or
any other) elements, suppliers that chose to do so demonstrated that they had
invested in calculating their GHG emissions and had given some thought to
reduction goals.

We created shared reduction target as an ordinal variable, coded o when a
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supplier did not share climate change information in a given year, 1 when it
shared climate change information but not a quantitative GHG or energy
reduction target, and 2 when the shared information included a quantitative
GHG or energy reduction target. Among the 1,721 supplier-year observations
with shared climate change information, 696 included a quantitative reduction
target and 1,025 did not. Similarly, we created shared GHG emissions data as an
ordinal variable, coded o when a supplier did not share climate change
information in a given year, 1 when it shared climate change information but not
quantitative GHG emissions data, and 2 when the shared information included
quantitative GHG emissions data. Among the 1,721 supplier-year observations
with shared climate change information, 1,267 included quantitative GHG
emissions data and 454 did not. Our primary approach to coding this variable 2
considered only direct GHG emissions, referred to as “Scope 1” emissions in
both the CDP questionnaire and the Greenhouse Gas Protocol [66], a widely
used GHG reporting standard.

We predicted shared reduction target and shared GHG emissions data with the
same set of independent and control variables used in our primary model
(column (2a) and (2b) of Figure 3.4.1). Because both of these dependent
variables are ordered variables, we used ordered logistic regression. The simplest
form of ordered logistic regression is appropriate only to data that meet the
proportional-odds assumption (that the relationship between any pair of
outcome groups is statistically indistinguishable), which can be assessed using the
Brant test. Brant tests rejected the proportional-odds assumption for the models
predicting shared reduction target and shared GHG emissions data, which led us to
estimate these models instead with generalized ordered logistic regression. To
create the most parsimonious model, given our data, we used an iterative process
to identify the partial proportional-odds model that best fit the data, relaxing the
proportional-odds assumption only for those variables for which the coefficient
estimates statistically varied across levels (evaluated at a = 0.05) [165]. The
iterative process described above yielded roughly 2% of observations with

negative predicted probability values, which we resolved, as advised by Williams
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[166], by imposing more parallel-line restrictions. Specifically, we impose the
parallel-line restriction on all control variables, while continuing to relax it on all
hypothesized variables. Results were very similar when we used the iterative
process described above and, separately, when we relaxed the parallel-lines
assumption for all variables, indicating that results are not sensitive to the
particular specification of the parallel-lines assumptions. As before, our unit of
analysis is the supplier-year. Because we report standard errors clustered by
supplier, our results are robust to heteroskedasticity and to non-independence of
the observations from those suppliers that responded in both 2009 and 2010.

Results of the generalized ordered logistic regression model predicting shared
reduction target are reported in columns (1a)-(1c) of Figure 3.5.1. Column (1a)
reports the extent to which the predictor variables shift the dependent variable
from not sharing any information (shared reduction target equals o) to sharing
information (shared reduction target equals 1 or 2). Column (1b) reports the
extent to which the predictor variables shift the dependent variable from not
sharing a GHG reduction target (shared reduction target equals o or 1) to doing so
(shared reduction target equals 2). Column (1c) reports Wald test statistics
comparing the coefficients between columns (1a) and (1b) (when applicable).
Because the results reported in column (1) closely match (mechanically) those
of our primary model (column (2a) of Figure 3.4.1), we focus here on whether
and how our hypothesized variables influence suppliers’ sharing of their
reduction targets (column (1b)).

The positive and significant coefficients on number of buyer requests, climate
change as a buying criterion, median profit margin, and Kyoto Annex I country
indicate that the breadth of buyer pressure, the buyer’s commitment to use shared
information for future procurement decisions, the profitability of the supplier’s
competitive environment, and the GHG emissions regulation in the supplier’s
country are positively associated with sharing a GHG or energy reduction target.
These results comport with those from the primary model, which predicts

sharing any climate change information. Being in a Kyoto Annex I country has a
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(1) (1b) (1) (2a) (2b) (2¢)
Dependent variable: Shared reduction target Shared GHG emissions data
Coefficients: Response ~ Response  Wald test | Response Response Wald
(with or with statistics | (with or with GHG test
without reduction without GHG emissions  statistics
reduction target emissions data
target) data)
Number of buyer requests (log) 0.554%* 0.638%* 0.24 0.795%* 0.845%* 0.17
[0.177] [0.143] [0.180] [0.157]
Climate change as a buying criterion 0.866%* 0.508%* 9.77%* 0.797%* 0.641%* 4.34*
[0.103] [0.112] [0.100] [0.098]
Median profit margin by industry-country * 1.462* 1.289+ 0.06 1.139+ 0.318 5.86*
[0.662] [0.749] [0.640] [0.617]
Industry’s GHG intensity (log) 0.047 0.084 0.88 0.042 0.098+ 5.33*
[0.058] [0.062] [0.059] [0.059]
Kyoto Annex I country 0.481%* 0.709%* 3.86* 0.395%* 0.400%* 0.01
[0.140] [0.145] [0.135] [0.134]
Mean buyer requests per industry-year (log) 6.716%* 6.716%* n/a 9.913%* 9.913%* n/a
[2.066] [2.066] [2.235] [2.235]
Received CDP Investor questionnaire 0.815%* 0.815%* n/a 0.820%* 0.820%* n/a
[0.167] [0.167] [0.171] [0.171]
Received CDP Public Procurement questionnaire 1.360%* 1.360%* n/a 1.278%* 1.278%* n/a
[0.235] [0.235] [0.253] [0.253]
Received CDP Supply Chain questionnaire in previous year 0.617%* 0.617%* n/a 0.737%* 0.737%* n/a
[0.104] [0.104] [0.119] [0.119]
Largest buyer’s revenue (log) ¥ 0.094+ 0.094+ n/a 0.047 0.047 n/a
[0.052] [0.052] [0.055] [0.055]
Supplier’s revenue (log) * 0.137%* 0.137%* n/a 0.054 0.054 n/a
[0.044] [0.044] [0.039] [0.039]
Country’s environmental governance § 0.207+ 0.207+ n/a 0.151 0.151 n/a
[0.107] [0.107] [0.112] [0.112]
Country’s environmental NGOs per million population (log) -0.931%* -0.931%* n/a -0.691%* -0.691* n/a
[0.278] [0.278] [0.275] [0.275]
Country’s per capita GDP (log) $ -0.118 -0.118 n/a -0.034 -0.034 n/a
[0.083] [0.083] [0.078] [0.078]
Log pseudolikelihood -2678 -2556
McFadden’s adjusted R? 0.19 0.19

Notes: N = 3,226 supplier-year observations from 2,490 distinct suppliers in 49 countries. Brackets contain robust standard errors clustered
by supplier. “n/a” indicates the Wald test statistic is not applicable when the parallel-lines assumption is imposed and thus the compared
coefficients are identical by construction. All models also include dummies for year 2010industry dummies, and dummy variables to
denote instances in which the following variables were recoded from missing to zero: industry’s GHG intensityN = 569), largest buyer's
revenugN = 262), supplier’s revenuéN = 2,063), country’s environmental governan@¢ = 4), and median profit margiN = 540).
Column (1a) reports the extent to which the predictor variables shift the dependent variable from not sharing any information to sharing
information (shifting shared reduction targetom 0 to 1 or 2) whereas column (1b) reports the extent to which the predictor variables shift
the dependent variable from not sharing a reduction target to doing so (shifting shared reduction targetom 0 or 1 to 2). Column (2a)
reports the extent to which the predictor variables shift the dependent variable from not sharing any information to sharing information
(shifting shared GHG emissions dafi@m 0 to 1 or 2) whereas column (2b) reports the extent to which the predictor variables shift the
dependent variable from not sharing GHG emissions data to doing so (shifting shared GHG emissions dafimm 0 or 1 to 2).

** p<0.01, * p<0.05, + p<0.10. ¥ denotes variables lagged one year

Figure 3.5.1: Generalized ordered logistic regression results.
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significantly greater impact on sharing reduction targets than on sharing any
climate change information per se (a Wald test comparing this coefficient
between columns (1a) and (1b), as shown in column (1c¢), yields y* = 3.86;

p < 0.05). Suppliers in countries with GHG emission regulations were more
likely to share GHG or energy reduction targets, perhaps because they were more
likely to have already invested in developing a GHG emissions inventory and to
have begun formulating reduction targets. In contrast, climate change as a buying
criterion had a significantly greater impact on a supplier’s decision to share climate
change information than on its decision to share reduction targets (a Wald test
comparing this coefficient between columns (1a) and (1b), as shown in column
(1¢), yields y* = 9.77; p < o.01). This could suggest that buyers are still in the
early stages of encouraging their suppliers to reveal the most critical elements for
assessing and reducing the supply chain’s carbon footprint.

Results for the model predicting shared GHG emissions data are reported in
columns (2a)-(2c) of Figure 3.5.1. Column (2a) reports the extent to which the
predictor variables shift the dependent variable from not sharing any climate
change information (shared GHG emissions data equals o) to sharing information
(shared GHG emissions data equals 1 or 2), whereas column (2b) reports the
extent to which the predictor variables shift the dependent variable from not
sharing GHG emissions data (shared GHG emissions data equals o or 1) to doing
so (shared GHG emissions data equals 2). Column (2c) shows the Wald test
statistics. As above, we focus on results associated with column (2b).

The positive significant coefficients on number of buyer requests, climate change
as a buying criterion, and Kyoto Annex I country comport with the results from the
primary model (columns (2a) of Figure 3.4.1). Also, as with the results on shared
reduction target, climate change as a buying criterion has a significantly stronger
impact on suppliers’ decisions to share climate change information per se than on
sharing GHG emissions data (a Wald test comparing columns (2a) to (2b),
shown in column (2c), yields X =434p < 0.05).

Interestingly, being in a more profitable competitive environment has a

significantly larger impact on suppliers’ propensity to share climate change
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information per se than on their propensity to share GHG emissions data (a
Wald test comparing this coefficient between columns (2a) and (2b), shown in
column (2c), yields y* = 5.86; p < 0.03). In contrast, the GHG intensity of the
supplier’s industry is a significantly stronger predictor of sharing GHG emissions
data than of sharing climate change information per se (a Wald test comparing
this coefficient between columns (2a) and (2b), shown in column (2c¢), yields
1 = 5.33; p < 0.05), owing perhaps to the greater likelihood that suppliers in
more GHG-intensive industries had already conducted a GHG inventory.

To summarize, the prevalence of buyer requests, the commitment of buyers to
use the shared climate change information in their future procurement decisions,
and being in a country with GHG emissions regulation increased suppliers’

propensity to share GHG emissions data and reduction targets.

3.5.3 PUBLIC DISCLOSURE

Suppliers that choose to respond to the CDP Supply Chain Program
questionnaire are given the choice of having CDP either share their climate
change information only with the requesting buyers or also post the information
on its public website. In analyses reported in Appendix B, we find that the same
hypothesized variables that have significant positive effects on sharing climate
change information in our primary model also have significant positive effects on
suppliers sharing this information publicly. Moreover, both indicators of buyer
pressure (number of buyer requests and climate change as a buying criterion) have a
significantly greater impact on suppliers” decisions to share climate change
information per se than on sharing this information publicly, perhaps due to the
fear that publicly disclosed information would leak to competitors. This reveals a

potential limitation of supply chain initiatives to generate publicly available data.

3.6 DiscussioN

Our research connects the operations management information-sharing

literature to the environmental information disclosure literature more typically
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explored in the field of strategy. Prior research had already identified some
organization-, industry-, and country-level factors associated with greater
environmental information disclosure. We build on this by revealing supply chain
factors, including the number of and the commitment of requesting buyers, that
appear to bolster an organization’s willingness to disclose information. This
suggests that researchers using institutional theory to predict organizational
conformity to institutional pressures should also consider supply chain
influences.

Our work also extends the operations management literature on using
information sharing to mitigate supply chain risk. In contrast to that literature’s
typical focus on mitigating “known-unknown” operational risks [ 129] about
which supply chain members have insights on the distribution of uncertainty, we
focus on a supply chain risk of greater uncertainty—climate change. Despite
mounting evidence supporting the link between GHG emissions and climate
change [61, 76], the extent to which suppliers are vulnerable to climate change is
particularly uncertain because the physical impacts of climate change and the
business effects of GHG regulation are especially difficult to predict. Our results
also provide empirical evidence that suppliers’ decisions on whether to share
information—and if so, how much—are influenced by regulatory mandates that
can reduce the costs of voluntary disclosures.

Our work also contributes insights to the literature on the diffusion of social
and environmental practices through supply chains. While institutional (namely,
industry and country) factors have been shown to predict the adoption of
particular management practices, little research prior to ours has simultaneously
examined institutional and organizational factors to predict suppliers’ adoption
of standards or practices promoted by buyers. While ours is not the very first
study to do so, the other studies that have done so have focused on suppliers
meeting buyer requests to adopt operational standards [ 52, 98] rather than to
share information.

Our work also advances theory regarding how buyers pressure suppliers to

adopt particular standards and practices. Prior studies have predicted suppliers’
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adoption and compliance behaviors based on transaction cost economics, market
power arguments, signaling theory, and institutional theory [ 10, 52, 53]. By
capturing the prevalence of buyer requests, we apply social movement theory to
portray how firms seek to cascade practices through their supply chains. Whereas
the social movement literature typically examines how activist groups use
boycotts, strikes, media campaigns, and shareholder resolutions to try to catalyze
changes in organizational behavior [47, 118], we explore a novel social
movement tactic and instigator by examining how companies are using
procurement preferences to catalyze behavioral changes in their suppliers. We
also theoretically distinguish between several forms of buyer pressure: (1) the
breadth of buyer pressure, indicative of a social movement, (2) the depth of
buyer pressure that represents buyer intentions, and (3) market power. Our
findings suggest that considering the breadth and depth of buyer pressure and
not merely market power presents a more complete picture of the determinants
of suppliers’ adoption of practices and standards.

Our research also offers managerial insights, especially as growing awareness of
climate change makes collaboration between suppliers and buyers increasingly
important. For buyers, our finding that both buyer commitment and the number
of buyer requests affect a supplier’s likelihood of sharing information suggests
that buyers can obtain more information from suppliers not only by investing in
activities to convince suppliers of the importance of this information, but also by
collaborating with other buyers to send this message collectively.

Understanding how the profitability and GHG-intensity of a supplier’s
industry influences the supplier’s willingness to share climate change information
is relevant to buyers and to policymakers. For a buyer, knowing better how to
differentiate its efforts to encourage suppliers to respond allows it to allocate its
resources more efficiently. Policymakers, increasingly interested in fostering
disclosure of GHG emissions, can better gauge where to target disclosure
regulations and enforcement efforts. Firms in more profitable industries are
particularly likely to publicly disclose climate change information irrespective of

GHG regulatory requirements, which suggests that governments can more
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readily rely on market-driven requests for firm-level supply chain information
[e.g., 67, 110]to obtain this information from firms in more profitable industries,
but that mandatory information disclosure regulations [e.g., 147] might be
needed to compel disclosure by firms in less profitable industries.

There are some limitations to our work. The number of buyer requests could
be subject to measurement error if suppliers in our sample receive similar buyer
requests to share climate change information through channels other than CDP
and if this affects their responsiveness to the frequency of requests they receive
from buyers through CDP. It also remains unclear to what extent our results
generalize to sharing information in the contexts of emerging social movements
other than climate change and to more conventional contexts in which buyers
seek supply chain data such as workplace conditions and quality management
practices.

Future field research could pursue a deeper analysis of how information
disclosure decisions are influenced by the particular staff function and the
seniority of the staff members who issue or receive information requests.
Moreover, future research could explore the role of third-party verification of the
accuracy of information shared among supply chain partners and could
investigate temporal dynamics that we were unable to explore in a dataset

spanning only two years.

3.7 CONCLUSION

Suppliers are increasingly being asked to share information about their
vulnerability to climate change and their strategies to reduce greenhouse gas
emissions. Their responses vary widely. We theorize and empirically identify
several factors associated with suppliers being especially willing to share this
information with buyers, focusing on attributes of the buyers seeking this
information and of the suppliers being asked to provide it. We test our
hypotheses using data from the Carbon Disclosure Project’s Supply Chain

Program, a collaboration of multinational corporations requesting such
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information from thousands of suppliers in 49 countries.

We find evidence that suppliers are more likely to share this information when
requests from buyers are more prevalent, when buyers appear committed to using
the information, when suppliers belong to more profitable industries, and when
suppliers are located in countries with greenhouse gas regulations. We find
evidence that these factors also influence the comprehensiveness of the

information suppliers share and their willingness to share the information

publicly.
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The Supply Chain Impac of

Environmental Labeling Decisions

Environmental and sustainability concerns are becoming more crucial
dimensions in consumers’ choices of products and services. Exceptional
environmental performance can be a significant source of competitive advantage
for products and services, whereas poor performance can lead to potential loss of
customers and profitability. Because products’ impacts on the environment and
climate change cannot be easily observed by consumers, firms endeavor to make
the environmental performance of their products more discernible in order to
differentiate their products and inform consumers’ purchasing decisions. We use
the term environmental labeling to refer to the means by which a product’s
environmental performance is made more visible to consumers through labels.

Examples of environmental labels are the Carbon Trust’s carbon footprint labels,
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the U.S. Environmental Protection Agency’s Energy Star ratings for electrical
appliances, and the Forest Stewardship Council (FSC) certified labels for
responsibly sourced timber.

Efforts around environmental labeling also extend beyond the scope of
individual firms and into the supply chain. Many large retailers, hoping to employ
such environmental labels, have begun to measure and control their suppliers’
environmental performance. In 2009, Walmart began to develop a sustainability
index for products bought from its suppliers [ 159], and has been rolling out
criteria to evaluate the sustainability of its suppliers’ products since 2011 [167].
However, although its suppliers are being evaluated on these criteria, Walmart
has not revealed how it intends to communicate the environmental and
sustainability performance of its products to consumers [158]. In another
example, Tesco pledged in 2007 to work with the Carbon Trust to put labels on
50,000 of its own-brand products. However, Tesco dropped the initiative in 2012,
citing prohibitive time commitment and high costs. It plans to phase out the
labels over time and is still considering alternative ways to communicate the
carbon impact of its products [99]. Walmart’s and Tesco’s situations fairly
represent the current state of affairs. Despite the increasing importance of such
environmental labels and their effect on the supply chain relationship, little is
known about how decisions regarding these labels affect supply chain behaviors
and what information should be displayed on these labels.

In this paper, we tackle some elements of this far-reaching problem. We focus
on two important questions facing a retailer looking to adopt environmental
labels for its supply chain: (1) What information about its product’s
environmental performance should be displayed on the label, and (2) Does the
environmental performance of its product depend on the party in the supply
chain who decide on such environmental performance? To answer the first
question, we focus on two types of environmental labels widely found in
practice: information labels (e.g., the Carbon Trust’s carbon footprint labels),
which communicate the level of environmental performance, and seal of approval

labels (e.g., the Green Seal Certification), which assert that the product has good
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environmental performance according to the labeling organizations’ standards.
The focus of our paper is the analysis of the game-theoretic models of
information labels. We then analyze the scenarios in which a seal of approval
label would be preferred over an information label, using the analysis of the
information label models as a basis for comparison. To answer the second
question, we analyze decisions about the environmental performance of a
product made under three models: (1) the Supplier-Choice (SC) model, in
which the supplier makes the decision on the environmental performance of the
product that it supplies the retailer, (2) the Retailer-Choice (RC) model, in
which the retailer chooses the environmental performance of the product for the
supplier, and (3) the Benchmark (B) model, in which a vertically integrated firm
chooses the environmental performance that maximizes the supply chain profit.
We analyze the effect of demand uncertainty on the optimal environmental
performance levels from these three models.

We show that when market demand is deterministic, the SC, RC, and B models
yield identical optimal levels of environmental performance. We also show that
the optimal environmental performance levels under the SC and the RC models
that are identical under deterministic demand can differ in the presence of
demand uncertainty. In the majority of realistic scenarios, the RC model leads to
higher chosen levels of environmental performance than the SC model; thus, the
retailer faces reduction in payoff when leaving environmental performance
decisions to the supplier. We also expect that seal of approval labels will be more
beneficial to the retailer, and thus more prevalent, in the scenarios in which (1)
there is high uncertainty in the product demand, (2) the environmental
performance is difficult for consumers to interpret, (3) the verification cost to
acquire seal of approval labels is low, and (4) the retailer can persuade the
supplier to share part of the cost to acquire the seal of approval labels.

The paper is organized as follows. In Section 4.1, we review the relevant
literature. In Section 4.2, we give an overview of the game theoretic models of
information labels and seal of approval labels that are used as a basis for our

analyses. In Section 4.3, we analyze the results of RC, SC, and B information label
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models to understand the effect of demand variability on optimal levels of
environmental performance from these three models and consider incentive
alignment schemes. In Section 4.4, we analyze the benefits of seal of approval
labels and characterize the scenarios in which they are more likely to be adopted.
We discuss limitations and possible extensions in Section 4.5 and conclude in

Section 4.6. All proofs are in Appendix C.

4.1 LITERATURE REVIEW

Our work builds upon and contributes to several streams of literature that
explore additional product attributes beyond price that are desirable to end
customers but are costly to provide. In particular, our work contributes to two
streams of literature: (1) the economics literature on vertical differentiation of
products and services and, in particular, on economic models of environmental
labels, and (3) the operations management literature on price and service
competition.

There is a large body of work in economics and industrial organization on
vertical differentiation models, in which both price and another aspect beyond
price (“quality”) affect consumer demand but quality is costly to provide.
Examples of these studies include various models of duopolistic price and quality
competition as multistage games where qualities and prices are chosen in
different stages [39, 91, 103, 104, 160, 161]. There is also a body of work in
environmental economics that focuses on game theoretic models of
environmental labeling decisions [e.g,, 6, 40, 44], and a body of work in
sustainable operations management [e.g., 44, 82, 115] which focuses on
environmentally related decisions which positively affect demand but are costly
to produce. These streams of research differ from ours in several ways. Firstly,
both price and “quality” are choices and properties of one firm, which can be a
monopolist or, in most cases, a player in a competitive setting with a segmented
consumer market. As such, these studies do not touch upon supply chain

interactions between the supplier and the retailer. Moreover, with the exception
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of Raz etal. [ 115], these studies do not consider stochasticity in consumer
demand.

There exists a small number of studies that apply the model of price and quality
competition in the vertical differentiation models to the supply chain context.
For example, in a model of private labels, Gomez-Arias and Bello-Acebron [64]
considered a two-stage game with two suppliers having two exogenous qualities
and one common retailer. The suppliers’ unit production cost is increasing with
quality. In the first stage, the suppliers choose wholesale prices, and in stage 2 the
retailer chooses retail prices. Craig [44] extends his model of one-firm
environmental labeling decisions to include an upstream supplier. There are two
main differences from our work: (1) quality is determined exogenously and thus
is not part of the suppliers’ or the retailers’ decisions, and (2) unlike our models,
which focus on who chooses the level of quality, these models focus on the
competition between the suppliers or the supply chains.

Another stream of literature that models a costly attribute desirable to end
consumers is the body of work in operations management on price and service
competition. Examples of studies in this area include Bernstein and Federgruen
[13, 14], Boyaci and Gallego [ 18], Cachon and Harker [24], Desiraju and
Moorthy [56], Tsay and Agrawal [142] and Allon and Federgruen [s]. Like our
study, many of these articles consider the supply chain interaction between a
retailer and a supplier with stochastic demand. However, the service levels in
these models are the retailer’s choice. In our models, environmental performance
levels are the supplier’s choice. These studies also focus on the horizontal
competition between retailers, which is not the current focus of our paper.

Because our models enable the supplier and the retailer to affect demand
through price and environmental performance, our work also extends the
inventory management literature that focuses on the integration of pricing and
inventory [ 130] to include an additional dimension of environmental

performance.
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4.2 MODELS

We use a stylized model to represent the strategic interaction between a
retailer and a supplier. The supplier produces goods and supplies them to the
retailer, and the retailer purchases the goods at a wholesale price w chosen by the
supplier. The primary decision variable is x € [0, 1], the environmental
performance associated with the goods, such as reduction in carbon emissions;
water, packaging, or energy usage efficiency. We normalize this variable so that
x = o represents the minimum environmental performance and x = 1 represents
the maximum meaningful environmental performance, which depends on the
technology, the firm’s budget, the retailer’s industry, and the status quo, among
others.

The unit production cost C(x) incurred by the supplier is increasing and

convex in the goods’ environmental performance: % C(x) > oand 88;2 C(x) > o.
We focus on the unit production cost that is quadratic in x: C(x) = ¢, + c,a7,
where ¢, reflects the unit production cost that is independent of the
environmental performance and , reflects the supplier’s cost efficiency in
improving the goods’ environmental performance. This model of unit
production cost is widely portrayed in the economics and operations literature
and fits well with the idea that initial environmental improvements are less costly
because they are low-hanging fruit [2, 91, 113, 142].

The retailer is a price-setter, and decides on the (one-period) stocking
(ordering) quantity q and the retail price p of the goods. The market demand of
the good is D(p, «, ¢), where ¢ is a stochastic component with mean E(¢) = o,
variance Var(e) = o2, density function f,(+), and cumulative distribution
function F,(-). The market demand for the goods is increasing in its
environmental performance and decreasing in its retail price: %D(p, x,€) > o
and %D(p, x,¢) < o. In particular, we focus on the market demand that is linear
in both environmental performance and retail price
D(p,x,e) = A — bp + rx + ¢, where A, b, r > o. This model of demand is used

widely in economics and supply chain management to model quality or service
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[e.g., 142]. The parameter A is the “market base,” which reflects the scale of the
retailer’s market and is the demand when both the retail price and environmental
performance are o. Parameters b and r reflect the responsiveness of the market
demand to retail price and environmental performance, respectively.

We assume that unsatisfied demand over the period is filled with an
emergency order from an alternative source and that inventory holding or
disposal and emergency ordering cost follows
h(t) = h" max{o, t} + h~ max{o, —t} = h"[t|T + h~[—t]T, where tis the
inventory level after satisfying the demand. Specifically, h " is the unit inventory
holding or disposal cost if it > o or unit salvage value if k™ < o, and
understocked items are expedited with cost A~ per unit. In other words, h™ + w is
the net unit cost of over-stocking, and h~ — w is the net unit cost of
under-stocking. Assume that h(t) is convex in t, and o is the minimizer of
wt + h(t), which translates into the following assumption on expediting and

holding costs:
Assumption3 h~ > w > max{o, —h"}andh™ — h™ > o.

We also assume that there is no fixed cost of ordering, and there is no initial
inventory level.

To ensure feasibility of the optimization problem over the range of possible
environmental performance levels, we make the following assumption so that
market demand is non-negative for x € [0, 1] and that the initial optimal solution

when there is no demand uncertainty falls within an appropriate range:
Assumptiong4 A — bc, > oandr < bc,.

The supplier’s payoft is the product of the margin and the retailer’s order
quantity:

Hs(q>w>x) = (W_C(x))q' (4.1)

The retailer’s payoft is the expected revenue, minus the cost of ordering the goods

from the supplier, and minus the expected cost of mismatched demand, which
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includes the holding or disposal cost and the cost of expediting from another

source:

HR(F? q, w, x) = ]E[pD(p,x, 5)] —wq — E[h<q - D(p, X, 5))} (4'2)

As a benchmark, the payoff of the vertically integrated firm that both produces
and sells the goods, is the expected revenue, minus the cost of producing the

goods, and minus the expected cost of mismatched demand:

HB(pv 9, x) = ]E[pD(p,x, 5)] - C(x)q - E[h(q - D(p, X, 5))] (4-3)

We focus our analysis on two primary types of environmental labels that are

used widely in practice, information labels and seal of approval labels.

4.2.1 INFORMATION LABELS

An information label’s main purpose is to mitigate informational asymmetry
pertaining to products and services [ 136]. An information label communicates
to consumers the level of environmental performance of products or services
without supplying the interpretation of whether the environmental performance
is “good.” A primary feature of an information label is that it allows for any
amount of environmental performance to be communicated to consumers. Our
definition of information labels corresponds to Type-III Labels under ISO
categorization (44, 136] and corresponds to Report Cards under EPA
categorization [ 58, 136]. Examples of these types of labels are the various carbon
labels (e.g., those issued by the Carbon Trust, the Japan Carbon Footprint
Initiative, or Canada’s CarbonCounted Initiative) or the EPA’s fuel economy
label. Tesco, a UK retailer, and Casino, a French food retailer, have worked
together with the Carbon Trust and the Bio Intelligence Service Agency,
respectively, to develop information labels to use for their stores [ 136, 167].

A retailer looking to adopt an information label is faced with choosing how

much control to exert on the suppliers’ environmental performance. On one end
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of the spectrum, the retailer lets the supplier choose the environmental
performance that maximizes the supplier’s payoff (SC model). On the other end
of the spectrum, the retailer chooses an environmental performance level for the
supplier, one that maximizes the retailer’s payoff (RC model). Whereas the
ability to choose an environmental performance level for the supplier provides
the retailer with the “best case” payoff, it might be too costly or impossible for the
retailer to accomplish. The retailer is likely to need to invest in significant
managerial bandwidth and in learning about measuring and benchmarking
environmental performance. Choosing an environmental performance level for
the supplier might also be impossible due to the retailer’s insufficient buying
power and the physical or temporal limitations of producing the product to the
retailer’s specifications. However, the RC-like model is possible in some cases,
such as when the retailer can commission for private label products or when the
retailer has very high buying power.

We compare both of these extreme cases to the Benchmark model, that of a

vertically integrated firm.

THE SUPPLIER-CHOICE (SC) MODEL. In this model, the decision about the
level of a product’s environmental performance is left entirely to the supplier. The
retailer passes the environmental performance information to consumers

through an information label. This model has the following timing:

« Stage 1: The supplier chooses a level of environmental performance x

o Stage 2: Given x, the supplier chooses wholesale price w to maximize his

payoft IT;.

« Stage 3: Observing x and w, the retailer chooses stocking quantity g and

retail price p to maximize his payoft ITx.

THE RETAILER-CHOICE (RC) MODEL.  In this model, the retailer makes a
decision on the environmental performance of the supplier’s product in order to

maximize the retailer’s own payoff. This model has the following timing:
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« Stage 1: The retailer chooses a level of environmental performance x.

o Stage 2: Given x, the supplier chooses wholesale price w to maximize his

payoft IT;.

o Stage 3: Observing w, the retailer chooses stocking quantity q and retail

price p to maximize his payoft IT.

Environmental performance is a primary distinguishing factor between RC
and SC models. Without this dimension, SC and RC models reduce to the same

model.

BENCHMARK (B) MODEL. We compare the solutions of the RC and SC models
with that of a benchmark model. In this model, a vertically integrated firm makes
a decision about the environmental performance of the products (or services)
that it produces in order to maximize supply chain profit. This model has the

following timing:

o Stage 1: The vertically integrated firm chooses a level of environmental

performance x

« Stage 2: Given x, the vertically integrated firm chooses stocking quantity g

and retail price p to maximize supply chain payoff ITj.

4.2.2 SEAL OF APPROVAL LABELS

The main benefit of seal of approval labels is to help consumers interpret the
information on environmental performance [136]. Instead of displaying neutral
environmental performance information, a seal of approval label asserts that a
product’s environmental performance exceeds a minimum standard set by the
labeling organization. Seal of approval labels correspond to Type-I Labels under
ISO categorization [44, 136] and to Single-attribute Certification Labels under
EPA categorization [ 58, 136]. Examples of seal of approval labels are Green Seal

certification, Forest Stewardship Council labels, Total Chlorine Free labels, and
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Dolphin Safe labels. Many retailers adopt these labels as a way to control
environmental qualities of their suppliers and to differentiate their products. For
example, Whole Foods Market only carries wild-caught seafood with green and
yellow ratings from the Monterey Bay Aquarium and the Blue Ocean Institute
[164], and the supermarket chain Safeway has a USDA-certified O-organic
product line, in which all products must be composed of at least 95% organically
produced ingredients [120].

Seal of approval labels are easier for consumers to understand because the
labeling organization has already analyzed the product’s environmental
performance [44, 136, 168]. Thus, we would expect a higher demand for a
product with a seal of approval label than for the same product with an
information label. To capture the increase in demand, we include an additional
parameter a > 1 that multiplies with the responsiveness of market demand to «.
Thus, the modified market demand is D(p, x,¢) = A — bp + arx + .

However, the cost of obtaining a seal of approval label is strictly higher than
the cost of obtaining an information label because the former includes not only
all of the same costs associated with information labels (data gathering) but also a
payment to the seal provider to verify the label. For example, the fee to obtain an
information greenhouse gas label from the Thailand Greenhouse Gas
Management Organization is 8,500 Thai baht for two years’ usage [ 138], whereas
the fee to obtain a seal of approval greenhouse gas reduction label is 100,000 Thai
baht for three years’ usage [ 139]. In our model, we assume the retailer incurs an
additional fixed cost of L from adopting a seal of approval label rather than an
information label.

Because standards for seal of approval labels are usually developed by
third-party organizations, such as industry consortia or independent non-profit
organizations, this standard is external to the retailer and the supplier, and limits
the choice of minimum standard levels that the retailer can choose. The supplier’s
product receives a seal of approval only when the environmental performance is
above a minimum standard x,,. The retailer does not buy from the supplier if the

supplier’s product does not receive a seal of approval. The seal of approval label
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model has the following timing:

« Stage 1: The retailer chooses (among possibly several) exogenous
minimum standard(s) x,, to adopt. Because of the“all-or-nothing” nature
of this type of label, the market demand is limited by D(p, x,,, ¢) for any
x € (xp,1] and by D(p, o, ¢) for any x € [0, x,,|. Thus, the supplier’s
investment in environmental performance above x,, will not alter the
order quantity q by the retailer, while incurring a higher production cost.
Thus, Stage 1 translates to an exogenously chosen environmental

performance x,,.

« Stage 2: Given minimum standard x,,, the supplier chooses wholesale

price w to maximize the supplier’s payoft IT;.

o Stage 3: The retailer chooses stocking quantity and retail price to maximize

the retailer’s payoff Ilg, keeping in mind the modified market demand:

r?zXHR(Pa q,w,x) = r;lsz[pD(p, x,¢)] —wq — E[h(q — D(P?‘xv e))] —L

4.2.3 DEMAND UNCERTAINTY

In the analysis in the next section, we explore how the decision about
environmental performance is affected by uncertainty in demand by analyzing
the model under deterministic and stochastic market demands. If demand is
deterministic, the random component ¢ is dropped:

D(p,x,&) = D(p,x) = A — bp + rx. Moreover, the retailer’s stocking quantity
equals demand, g = D(p, x). If demand is stochastic (or there is demand
uncertainty), the standard deviation o of the random demand component ¢ is
positive, thus D(p, x, ¢) = A — bp + rx + &. Assume that the standard deviation
in demand ¢ > o is small enough such that instances of negative demand are
negligible. We are interested in the optimal environmental performance as a

function of the standard deviation in demand o: x}(0), x5 (o), and x5 (0).
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Rewriting the stocking quantity as g = A — bp + rx + s, where A — bp + rx is
deterministic and s is the safety stock, we show the closed form solution for safety
stock as a function of unit purchase or manufacturing cost ¢, holding or disposal

cost b, and costs of expediting h™:

Lemma 2 Given the unit purchasing or manufacturing cost t, inventory holding or

disposal cost h*and emergency ordering cost h™, the retailer’s safety stock is

s(t) = F,* (hﬁ::ht_ ) . The safety stock is decreasing in the unit purchasing or

o

manufacturing cost t.

For tractability, we focus our analytical results on the special case in which the
random component of demand ¢ is uniformly distributed. The assumption on

uniform distribution is as follows:

Assumption § The additive random component ¢ is distributed uniformly, with

mean o and variance o*. Namely,

flo) = { AT TV EES

o otherwise

and forp € [o,1],
F (p) = o\/3(2p —1).

We also provide a discussion on the generalizability of our results, including a
numerical simulation using normally distributed ¢, which approximates the

analytical result derived for uniformly distributed e.

4.3 ANALYSIS OF INFORMATION LABELS

In this section we present the results of the central analysis of this paper. We
analyze the optimal solutions from the three information label models: RC, SC,

and B. We first analyze the scenario with no demand uncertainty, then we analyze
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the effect of demand uncertainty on these optimal solutions. We also consider
using contracts as a way to modify optimal environmental performance levels

and to gain higher payoff through coordinating the supply chain.

4.3.1 INFORMATION LABELS UNDER DETERMINISTIC DEMAND

When demand is deterministic, the RC, SC, and B models yield the same
optimal level of environmental performance. Because the retailer’s stocking
quantity is equal to market demand, the supplier’s and retailer’s payoffs are
aligned such that the optimal level of environmental performance is the same
regardless of whether the supplier or the retailer is making this decision. This
optimal choice also coincides with that of a vertically integrated firm maximizing
the total supply chain payoff. The optimal environmental performance level
equates the marginal effect of environmental performance on market demand (7,
the ratio between the responsiveness of market demand to environmental
performance and the responsiveness of market demand to price) and the
marginal cost of environmental performance C'(x). Let subscripts R, S and B

represent solutions of the RC, SC, and B models respectively. Then,

Proposition 8 If market demand is deterministic, RC, SC and B models yield
identical optimal levels of environmental performance (x}; = x§ = x3 = x*), and the
optimal condition is defined by

0

aD (p7 x)

—(%D(p?x) = C'(«"). (4-4)

Using the above proposition, we derive a closed form solution for optimal
environmental performance in our focal case where C(x) = ¢, + c,x*. The
optimal level of environmental performance is increasing in the responsiveness of
demand to environmental performance (), decreasing in the responsiveness of
demand to price (b), and decreasing in the marginal increase in unit production

cost associated with environmental performance (c,).
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Figure 4.3.1: Plot of optimal environmental performance levels x*for different degrees n
in unit production cost of the form C(x) = ¢, + ~c,x" and for pe = ©0.1,0.3,0.5,0.7 and
0.9.

Corollary 4 Suppose demand is deterministic and unit production cost is of the form

C(x) = co + 2cx*. The optimal level of environmental performance is x* = o

Although we focus on the unit production cost that is quadratic in x,
Proposition 8 applies to all unit production cost functions that are convex in .
Figure 4.3.1 plots the optimal levels of environmental performance associated

with various degrees n of the unit production cost C,(x) = ¢, + 2cx";n > 1.

r (i5),

be,

Because x € [o, 1, its contribution to the unit production cost decreases as n

For a given n, the optimal level of environmental performance is x; =

increases. Thus, the optimal level of environmental performance increases in
degree n.

Although the optimal environmental performance levels of the three models
are identical, the differentiated or sequential nature of the RC and SC models
causes the retailer and supplier to locally maximize his own payoff. This behavior
results in a higher optimal retail price for SC and RC models than for the
vertically integrated firm, as shown in Corollary s, leaving consumers with lower
surplus. Moreover, the optimal retail price is increasing in the optimal

environmental performance.
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Corollary s If demand is deterministic, then the optimal retail price is

Py = w for the vertically integrated firm, and
PR =P = W}—:hc(x*) > pj for the RC and SC models.

Corollary 6 characterizes the optimal payoffs when demand is deterministic.
Firstly, the misalignment of incentives between the supplier and the retailer in the
sequential supply chain of the RC and SC models lowers the total supply chain
profit since it is faced with lower consumer demand that results from a higher
retail price. The sum of the supplier’s and retailer’s payoff under the RC and SC
models is still smaller than the payoff of the vertically integrated firm. Secondly,
the supplier extracts twice the payoff of the retailer.

Corollary 6 Suppose demand is deterministic. The optimal payoffs of the supplier

%:C(x*))z} and I, = % respectively,

yielding the total supply chain payoff ITg 4 I = w. Moreover,

and the retailer are ITg =

15 = 2I1}. The optimal payoff of the vertically integrated firm is
T — (A4ra*—bC(x*))?
B '

4.3.2 INFORMATION LABELS UNDER STOCHASTIC DEMAND

If there is demand uncertainty, the complete agreement between SC, RC, and
B when demand is deterministic no longer holds. We present analytical results
assuming uniformly distributed demand, first by characterizing the optimal levels
of environmental performance from each model (x5 (), x5(c) and 4} (o)) as
demand uncertainty ¢ increases. We then compare these optimal solutions and
retail prices. We also make some comments on the generalizabiltiy of our results
to other forms of demand distribution.

We show that the behavior of the optimal environmental performance as a
function of ¢ depends on the balance between the unit under-stocking cost, as
represented by the expediting cost ™, and the unit over-stocking cost, as
represented by the holding or disposal cost h ™. In the majority of the cases, the

retailer chooses a higher level of environmental performance than the supplier.
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Only when the retailer is willing to expedite the goods at a cost i~ higher than the
retail price does the retailer prefer a lower environmental performance than the
supplier.

The central reason for these differences is that the supplier and the retailer bear
different sets of costs and benefits. The supplier is fully responsible for the unit
production cost, the retailer is fully responsible for the cost of mismatched
demand and but also benefits fully from the sales revenue. The supplier bears the
cost of unmatched demand indirectly through the stocking quantity and feels the
increase in retail price from higher environmental performance indirectly
through wholesale price. The retailer bears the unit production cost indirectly

through the wholesale price.

BENCHMARK MODEL. In the Benchmark model, we find that the behavior of
the vertically integrated firm is determined by the relative magnitude of unit
over-stocking cost (b + C(x)) and unit under-stocking cost (h~ — C(x)).
Specifically, if it is relatively more costly to over-stock (b~ — h™ is small), the
optimal level of environmental performance chosen by the vertically integrated
firm is increasing in 0. Ifit is relatively less costly to over-stock (b~ — h™ is large),
the optimal level of environmental performance chosen by the vertically

integrated firm is decreasing in 0. More formally,

Proposition 9 Given Assumption 5 and suppose C(x) = ¢, + 1c,x*. Define
Kp = 2¢, + bﬁ—;. Then x;(0) is increasingin o ifh~ — h™ < Kg, x3(0) is decreasing
incifh™ —h™ > Kg, and x3(0) is constant in o if h~ — h™ = K.

The vertically integrated firm bears the direct cost of mismatched demand and
production cost, but also benefits directly from the revenue generated. The
optimal level of environmental performance depends on the balance between
how x affects the unit production cost and how it affects the cost of mismatched
demand through the optimal safety stock level. According to Lemma 2.:

s(x) = F,* (%ﬁ?) , and the safety stock decreases in x. Also, as o increases,
the larger effect x has in decreasing the safety stock. However, the effect of x on
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unit production cost is constant in ¢. When it is relatively costly to under-stock
(h~ — h" islarge), the optimal safety stock is positive and the firm has an
incentive to try to keep the safety stock high. Thus, as o increases, the trade-off
becomes less favorable towards higher x and «} (') decreases in ¢. In contrast,
when it is relatively inexpensive to under-stock (h~ — h™ is small), the optimal
safety stock is negative and the firm has the incentive to try to keep the safety
stock low. Thus, as ¢ increases, the trade-off becomes more favorable towards

higher x and () increases in 0.

SuPPLIER-CHOICE MODEL.  As in the deterministic demand case, the optimal
level of environmental performance in the SC model is increasing in r, and

decreasing in b and ¢,. More formally,

Proposition 10 Given Assumption 5 and suppose C(x) = ¢, + 2c,x%, then

* . r(h++h7)
x5(0) = ber (W +h—)+8+/306

decreasing in 0.

. The optimal environmental performance x3(o) is

The notable characteristics of x§ (o) are that (1) x%(c) is decreasing in o and
(2) x§(o) is increasing in the sum of unit over-stocking and under-stocking costs
(bt + h™). To see (1), consider a fixed o. For the supplier, a higher level of
environmental performance x has the effect of (a) increasing the unit production
cost, (b) increasing the supplier’s wholesale price, and (c) reducing the retailer’s
safety stock. The supplier feels the increase in unit production cost directly.
However, since the supplier is not responsible for the cost of mismatched
demand, only the retailer’s stocking quantity affects the supplier’s payoff.
Similarly, the supplier also does not directly gain the full benefit of the sales
revenue and only indirectly experiences it through the wholesale price. Recall
that a lower x increases the safety stock, thus the stocking quantity. Moreover, the
effect of x on stocking quantity becomes progressively larger as ¢ increases. On
the other hand, the increase in wholesale price from increase in x becomes
progressively smaller as o increases. Thus, the benefits of reduction in x on

wholesale price and stocking quantity increases in o, whereas the contribution of
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x on unit production cost is fixed in ¢. It follows that the optimal level of
environmental performance decreases in ¢. To see (2), because (h™ + h™)

lowers the extent to which the increase in x affects the wholesale price w and

h™—w
h—+ht

performance is decreasing in (h* + h™).

safety stock s(w) = F,* ( > (by 2), the optimal level of environmental

RETAILER-CHOICE MODEL. In the RC model, we also found that the behavior

of x3 () also depends on h~ — h™. More formally,

Proposition 11 Given Assumption s and suppose C(x) = ¢, + 2c,x*. Then there
exist K and Kg, where Kz < Ky < Kg, such that x (o) is increasing in o if

h™ — h"™ < Ky, x}(0) is first increasing, then decreasing in o if

K < h™ — ht < Kg, and (o) is decreasingin o if h~ — h™ > K.

Like the vertically integrated firm, the retailer is fully responsible for the cost
of mismatched demand and benefits fully from the sales revenue. However, the
retailer is not fully responsible for the unit production cost, by which it is

indirectly affected through the wholesale price. From Lemma 2, the safety stock

W +ht
generates two implications: (1) The optimal solution for the RC model is

s(w) = F* < P —w ) depends on w instead of directly on C(x). This difference

increasing in o on a wider range of h~ — h™ than it does in the B model (i.e.,

Ky > Kp). Because w > C(x), the safely stock is lower in the RC model than the
B model and thus is negative on a wider range of h~ — h™ than the B model. This
leads to () increasing in o on a wider range of h~ — h™ than it does in the B
model. (2) The optimal solution x}(c) can exhibit non-monotonic behavior
when h~ — h™ is intermediate. Whereas x has the same positive effect on C(x)
for any o, the positive effect on w of x decreases in ¢ since w is increasing in x but
decreasing in ¢. Thus, the non-monotonic effect can occur because the optimal
safety stock can shift signs from negative at low o (during which x} (o) increases

in ¢) to positive at high ¢ (during which &} (o) decreases in o).
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COMPARISON OF SOLUTIONS  We next compare the optimal environmental
performance levels from B, SC, and RC models. We find that this relationship is
characterized by the balance between the over-stocking and under-stocking costs,
and that the optimal behaviors of the supplier and the retailer fall on opposite
sides of the supply chain optimal behavior. In most cases, the retailer prefers a
higher environmental performance level than the vertically integrated firm,
which in turn chooses a higher environmental performance level than the
supplier. However, if it is very costly to under-stock, and the retailer is willing to
expedite goods at cost i~ higher than retail price, then the retailer chooses a
lower environmental performance level than the vertically integrated firm, which
in turn chooses a lower environmental performance level than the supplier. More

formally,

Proposition 12 Given Assumption s and suppose C(x) = ¢, + ~c,x* Let

K = %, andK' = % + ;f:l > K. Then,

o Ifhm — bt < K, x4(0) > «5(0) > x5(0) forallo > o.

« IfK < h™ — ht < K, there exists ¢ > o such that
xyp(0) > ag(0) > x§(0) if o < 0,x5(0) = xj(0) = x§(0) if o = 0, and

xp(0) < xp(0) < x3(0)ifoc >0
e Ifhm — ht <K', then (o) < a(0) < «%(0) forallo > o.

Figure 4.3.2 presents the result of a numerical simulation, using
A =100,b=12,r =10,c, = 20,¢, = 20,h"™ = 10,and h~ = 50 and 120. We
normalize the market base to a percentage so that A = 100%. Then r = 10 means
that environmental performance contributes a total of 10 percentage points to
demand relative to the market base and b = 2 means that a one unit increase in
price contributes to a 2 percentage-point drop in demand relative to the market
base.

The simulation illustrates two relevant cases of the above proposition. Firstly,

under the wide range of realistic scenarios (b~ — h™ < K),
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Figure 4.3.2: Optimal environmental performance levels for the SC, RC, and B models.
A =100,b=2,r =10,¢c, = 20,¢, = 20, h" =10,h™ = 50 (left) and 120 (right).

xg(0) > xp(0) > x§(0), as illustrated in the left pane of the figure. The retailer
generally prefers a higher level of environmental performance because it gets
direct benefits from high level of environmental performance while not directly
being responsible for the increase in cost. This result implies that the retailer is
the crucial party to push the behavior of the supply chain towards a more
environmentally friendly result, and might explain the reasons why we observe
retailers like Walmart or Tesco pushing green label initiatives rather than seeing
the supplier proactively engage in these initiatives.

Secondly, as illustrated in the right pane of Figure 4.3.2, if it is very expensive
to under-stock (h~ — h™ > K3,), x3(0) < x}(0) < x%(c). In this scenario, the
retailer wants to maintain very high stock, which translates to low x. Since
under-stocking is so costly, the retailer would want to prioritize choosing a low
level of x to best facilitate high stocking quantity, leading to a lower level of x than
chosen by the supplier, since the supplier is not directly responsible for the cost
of mismatched demand. Note that the set of parameters in the right pane implies
that h~is greater than the maximal possible retail price, so this scenario is only
realistic when the retailer is willing to incur a loss by expediting at a cost higher
than the retail price.

There are two immediate insights from the above results. The first insight
pertains to the optimal retail prices and stocking quantities from these models.
We find that at a given ¢ > o, the following occurs. Firstly, the relationship
between optimal retail prices from the RC and SC models, px (o) and p§(c), are
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Figure 4.3.3: Optimal retail prices for SC and RC models. A = 100,b = 2,r =
10, ¢o = 20, ¢, = 20, k" =10, h™ = 50 (left) and 120 (right).

directly reflected by the relationship between x} (¢) and x§(c). This implies that a
higher environmental performance level does translate to a higher retail price.
Thus, unless the under-stocking cost is very high, the RC model yields a higher
retail price than the SC model. Secondly, the optimal stocking quantity under the
SC model g (o) is always higher than that of the RC model g5 (¢). This is
because the supplier directly benefits from high stocking quantity without
directly experiencing the cost of mismatched demand for which the retailer

needs to be responsible. More formally:

Corollary 7 Given Assumption 5 and suppose C(x) = ¢, + >c,x*. LetK = %,

andK' = % + ;f; > K. Then,

« Ifhm — ht <K, pi(0) > pi(o) forallo > o.

« IfK < h™ — ht < K, there exists & > o such that p}y(0) > pi(o) if
0 < 6,pr(0) = ps(0) ifo = 6, and pi(0) < ps(0) if o > &

« Ifhm — ht <K', thenp (o) < pi(o) forallo > o.

Moreover, qx(0) < q5(o) foralle > o.

The optimal retail prices and stocking quantities are illustrated by Figures 4.3.3
and 4.3.4, respectively. We can see from Figure 4.3.3 that p5(o) > px(o) if
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Figure 4.3.4: Optimal stocking quantities for SC and RC models. A = 100,b = 2,r =
10, o = 20, ¢, = 20,k =10, h™ = 50 (left) and 120 (right).

x5(0) > x}(0) and vice versa. Moreover, we can see from Figure 4.3.4 that
g5(0) > qx(0). Note also that since it is relatively inexpensive to under-stock
when h™ = 50 (left pane), the optimal stocking quantity decreases in ¢. In
contrast, since it is relatively costly to under-stock when h~ = 120 (right pane),
the optimal stocking quantity increases in 0.

The second insight is the implication on payoffs. Because the preferred
environmental levels differ between models under stochastic demand, the retailer
incurs a monetary cost in relinquishing the control of the environmental
performance level to the supplier. Whereas in the deterministic case, there is no
difference in the payoff of the retailer between the RC and SC models, there is
now a gap between the payoffs of the retailer when choosing environmental

performance levels according to the RC and SC models. More formally:
Corollary 8 I1,(x}(0),0) — I, (x5(0), 0) > oforalloc > o.

The retailer’s ability to choose the environmental performance level for the
supplier may not be feasible due to the retailer’s lack of market power. It might
not be seriously pursued due to the lack of managerial bandwidth and the
organizational cost required for the effort. The above result suggests that, where
exerting this control is feasible, the retailer should also take into account the loss
of profit from the mismatched choice of environmental performance in addition

to considering the managerial bandwidth required and other organizational costs.
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Figure 4.3.5: Optimal environmental performance levels for SC, RC, and B models.
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Figure 4.3.6: Optimal retail prices for SC, RC, and B models. A = 100,b = 2,r =
10, ¢o = 20,¢, = 20,h" =10, h™ = 50 (left) and 120 (right).

GENERALIZABILITY OF RESULTS.  Although we focus on the analytical results
using uniform distribution for tractability, we corroborate our results with those
using normal distribution, which covers a wide range of realistic demand
distributions. See Figure 4.3.5 for plots of optimal environmental performance
levels and Figure 4.3.6 for plots of optimal retail prices. The results on optimal
environmental performance levels and optimal retail prices assuming normal
distribution largely agrees with those assuming uniform demand distribution.
To summarize, the results from this section illustrate that the optimal levels of
environmental performance from the RC, SC, and B models which are the same

under deterministic demand differ under stochastic demand. Moreover, the

difference in the optimal levels of environmental performance across models is
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dependent on the levels of the unit over-stocking and under-stocking costs, with
the RC model being more sensitive to the difference between the unit
under-stocking and over-stocking costs than the SC model. Lastly, in the vast
majority of realistic cases, the RC model gives a higher optimal environmental
performance level than the SC model, supporting the commonly observed
phenomenon that sees effort to promote environmental performance in the
supply chain led by retailers rather than suppliers. Because our models
incorporate both the element of environmental performance and stocking
quantity under the cost of mismatched demand, the two primary dimensions that
are driving the difference across models are: (1) the existence of environmental
performance dimension x, since all three models are equivalent without the
environmental performance dimension, and (2) the retailer and the supplier have

different burdens in production and inventory costs.

4.3.3 INCENTIVE ALIGNMENT THROUGH CONTRACTS

There are two “inefficiencies” in our differentiated supply chain (RC and SC)
models relative to that of the vertically integrated firm. The first is inherent in the
mismatch between the supplier’s and retailer’s incentives in the differentiated
supply chain that persists even in the deterministic demand case, causing the sum
of the retailer’s and supplier’s profits to be smaller than that of the vertically
integrated firm. The second is the inefficiency arising from the choice of
environmental performance: under stochastic demand, the optimal choices of
environmental performance levels in the RC and SC models are different, and
both of them are not the level chosen by the vertically integrated firm maximizing
the supply chain payoff. Thus, the retailer incurs a loss in payoff from letting the
supplier choose the environmental performance level, and from the fact that it is
in a differentiated supply chain. We consider aligning incentives and thus
increasing payofts through contracts.

From the results above, we learn that these inefficiencies are based on a

mismatch between the retailer’s and the supplier’s objective functions: the
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retailer needs to bear the cost of mismatch demand directly, and the supplier
needs to bear the production cost directly although it helps increase sales. The
proposition below present a form of contract applied to the SC model that can
coordinate the supply chain. We devised a contract based on revenue-sharing
contracts that allows the supplier to share the cost of mismatched demand and
the retailer to share a portion of his revenue. We find that, with an appropriately

chosen wholesale price, this contract eliminates both inefficiencies above.

Proposition 13 In the SC model, the contract in which the supplier shares portion
(1 — @) of the cost of mismatched demand, the retailer shares portion (1 — @) of the
revenue, and the supplier modifies its wholesale price to wy(x) = ¢C(x) coordinates

the supply chain.

With the appropriately chosen wholesale price w, (x) = ¢C(x), the above
contract transforms the retailer’s and the supplier’s objective function such that
the retailer’s payoft is fraction ¢ of the payoff of the vertically integrated firm, and
the supplier’s payoff is fraction 1 — ¢ of the payoff of the vertically integrated firm.
The retailer will order and price according to the vertically integrated firm, and
the supplier’s optimal environmental performance level is that of the vertically
integrated firm.

Thus, using this form of contracts, the retailer has the opportunity to recoup
the loss in payoff that results from allowing the supplier to select the
environmental performance level, and to influence the environmental
performance in a direction that the retailer prefers without having to exert direct
control on the supplier’s environmental performance level. Moreover, the payoft
of the vertically integrated firm is greater than the sum of the payoffs of the
retailer and the supplier in the differentiated supply chain. Therefore, if the
retailer can negotiate a large enough split ¢ which allows adoption of this contact
to be incentive compatible for both the retailer and the supplier, the retailer can
incentivize the supplier to choose an environmental level that coordinates the
supply chain (which in a vast majority of cases is higher than the supplier would

have chosen itself) without having to exert direct control on the supplier’s choice

www.manaraa.com



of environmental performance and also increase its own payoff. However,
effective revenue-sharing contracts require both the retailer and the supplier to
accurately share sales and cost information, and would likely require an
investment in information-sharing tools, monitoring systems, and a high level of

trust between the retailer and the supplier.

4.4 ANALYSIS OF SEAL OF APPROVAL LABELS

We next consider results for seal of approval label models using the results
from the information label models as a basis. Recall the trade-off of the seal of
approval label: seal of approval labels generally cost more to adopt (we assume
additional cost L to the retailer) and there are fewer choices of external minimum
standard x,, to choose from. However, there is a potential demand increase a
associated with the consumer’s ability to interpret the environmental
performance. We found that in both deterministic and stochastic cases, the

benefit of seal of approval labels depend on parameters 4, L, and «,, as follows:

Proposition 14 Given C(x) = ¢, + 2c,x’. For a fixed o, the payoff advantage of

certification labels increases in a, decreases in L, and is concave in x,.

Intuitively, the benefits of seal of approval labels increase the more these labels
are able to increase demand beyond that of the information labels. This increase
is likely to be greater the more difficult it is for consumers to interpret the
product’s environmental performance. It is also intuitive that the benefits of seal
of approval labels increase as the additional cost to acquire the labels decreases.
Since L is a main limiter of the benefit of seal of approval labels, if the retailer can
find a way for the supplier to share this additional cost, thus reducing L, the
retailer is more likely to prefer seal of approval labels. The non-monotonic benefit
of seal of approval labels implies that the benefit of seal of approval labels is
greater when x,, is in an intermediate range: if the minimum standard x,, is too
low, the retailer does not sufficiently benefit from the increase in revenue due to

higher retailer prices and demand. However, if the minimum standard x,, is too
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high, the increase in unit production cost begins to dominate and decreases the
retailer’s payoff.

The above proposition can be used to illustrate the trade-off in the debate
about proliferation of environmental standards. There is a significant amount of
literature and anecdotal evidence that argues that the proliferation of standards
or seals of approval confuses consumers and reduces the effectiveness of these
standards [44, 51, 57, 92, 168]. On one hand, the more proliferated the standards
are (the more values of x,, to choose from), the more likely it is that the retailer
will choose a seal of approval label because there is a higher chance that there
exists an x,, within the desired intermediate range. On the other hand, the
proliferation of standards would likely lead to a smaller a, which discourages the
adoption of seal of approval labels by the retailer.

In the special case in which demand is deterministic, we can explicitly
characterize the range of x,,, a, and L in which it is more beneficial for the retailer
to adopt a seal of approval label than an information label. For a given a, we find
that there is a largest additional cost L(a) below which it is feasible for a seal of
approval label to be preferred. Also, the range of intermediate x,,’s under which
the seal of approval label is preferred expands in a and contracts in L. More

formally,

Corollary 9 Suppose C(x) = ¢, + >c,x* and that demand is deterministic. Then it

is feasible for a retailer to prefer a seal of approval label over an information label if

(A — be, + %)2 — (A —be, + %)2
16b ’

L <L(a) =

For given feasible values of a and L, the retailer prefers a seal of approval label over an
information label if 3= — g(a, L) < x, < 3= +g(a, L), whereg(a, L) is defined by

2

gla,L) = \/aﬂr2 + (4bc,)(A — be,) — (4bc1)\/(A — be, + )* + 16bL,

2bc, 40c,

with highest benefit attained at x,, = _;—. This range expands in a and contracts in L.
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When demand is stochastic, the “minimum upper bound” L*(¢), below which
it is always feasible for the retailer to prefer a seal of approval label over an
information label regardless of a, is weakly greater than the minimum upper
bound in the deterministic case. In other words, the retailer will tolerate a higher
additional cost of seal of approval labels when demand is stochastic compared to
when demand is deterministic. This result is driven by the fact that there is a
difference between the optimal levels of environmental performance between the
SC and RC models under stochastic demand, and a seal of approval label can be
used to force the supplier to choose an environmental performance level closer to

the one preferred by the retailer.

Corollary 10 Forany o > o, the “minimum upper bound” L* (), below which it is
always feasible for the retailer to prefer a seal of approval label over an information
label regardless of a, is weakly greater than the minimum upper bound in the

deterministic case. In other words: L*(c) > L*(o) V.

The seal of approval label can be an alternative to contracts in encouraging
suppliers to behave more responsibly toward the environment. The supplier
generally prefers a lower level of environmental performance than the retailer, so
imposing a minimum standard through mandating a seal of approval label is a way
to directly influence the supplier to invest more in environmental performance.
The supplier will agree as long as the supplier’s payoft still exceeds its reservation
utility. From the above results, we expect that seal of approval labels will be more
beneficial to the retailer, and thus more prevalent, in the scenarios or industries in
which (1) there is more uncertainty in consumer demand, (2) the environmental
performance is more difficult for consumers to interpret, (3) the additional cost
of obtaining the label is lower, (4) there is higher availability of external minimum
standards x,, to choose from without significantly sacrificing the increase in
demand through the perception of exclusivity, and (5) the retailer can persuade

the supplier to share part of the additional cost of adopting the label.
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4.5 DIscussiON

Although our model provides a concise framework to compare between
different environmental label types and decision-making choices, it has some
limitations. Firstly, we currently assume there to be one supplier and one retailer
in the supply chain. It will be helpful to see how the results change in a
competitive setting in which there are multiple suppliers competing for market
share. Secondly, we currently assume there to be no informational asymmetry
between the retailer and the supplier. It will be interesting to consider the case of
the retailer holding a belief about the supplier’s costs rather than knowing the
suppliers’ costs. Thirdly, we currently take as a given consumers’ responses to the
level of environmental performance of the product. In particular, we assume that
the level of environmental performance contributes positively and linearly to
consumer demand, and that there is no uncertainty associated with this
contribution. We also use a multiplication factor a to model how a seal of
approval label can help increase demand. Although our approach is similar to
how other attributes such as service level and service time are modeled, a deeper
investigation how consumers actually use environmental performance of
products to make purchasing decisions is required. In particular, future work
should consider capturing uncertainty in consumers’ responses to products’
environmental performance. Thirdly, we currently assume that the increase in
demand from using a seal of approval label rather than an information label (a)
and the additional cost of acquiring a seal of approval label (L) are independent.
In practice, these two parameters may be dependent on each other. For example,
a seal of approval label associated with a better reputation will likely feature
higher increase in demand and higher additional cost to obtain the label. Future
work should consider modeling this association.

It would also be interesting to explore how our results generalize under
alternative assumptions about inventory models and contractual forms. We
currently assume that expedited orders are delivered from a source other than the

supplier, thus the expediting cost h~also partially reflects the difficulty of finding
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an alternative supplier with a comparable environmental performance to deliver
expedited orders. Future work can explore how our current results will change if
the retailer considers using the same supplier as a source of expedited orders.
Our results focus on simple linear wholesale price contracts, with a brief
exploration of a variant of revenue sharing contracts. Future extensions should
also explore other forms of contracts, such as buy-back contracts and contracts in
which retailers can specify wholesale prices.

We can also explore the impact of different types of designs facing the supply
chain. For example, we currently assume that either the environmental
performance can be any real number between o and 1 in the case of the
information label, or “all-or-nothing” in the case of the seal of approval label.
Other forms of labels exist, such as ones with discreet “levels” or “grades” or labels
that are seal of approval labels but also show environmental performance levels.

Also, we currently consider only one aspect of environmental performance. In
reality, “environmental performance” can consist of multiple performance
dimensions (such as carbon emissions, water consumption, packing waste, etc.).
It is not clear how these dimensions should be chosen and how they should be
combined (i.e., whether these dimensions should be combined into a single score
using different weights, or whether they should remain separate). It would be
interesting to explore how the choice regarding which dimensions to
communicate to consumers and how these dimensions are combined will affect
consumers’ decisions. Lastly, labels can communicate positive and negative
qualities. We are currently considering the effect of labeling positive qualities. It
might be interesting to consider how our results extend to cases in which labels
communicate negative qualities, such as the presence of hazardous materials.

Future work can also explore the contexts in which the insights from our
model are applicable and factors that characterize the applicability of our models.
The insights from our model could apply more widely to other quality
dimensions that, like environmental performance, cannot be observed by
consumers even after usage, are technically observable and verifiable by the

retailer, and generate some uncertainty from consumers about how to
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understand or interpret. However, from anecdotal evidence, it is not clear if our
models and insights can be generalized beyond the context of traditional retailers
like Walmart and Tesco to other product categories like automobiles, in which
automobile manufacturers fill the role of suppliers, and automobile dealers fill the

role of retailers.

4.6 CONCLUSION

Environmental performance is becoming more significant as a differentiating
feature of a firm’s products and services. Many retailers are considering the use of
labels to communicate the environmental performance of their offered products
more easily to consumers, and have begun to measure and control their suppliers’
environmental performance. However, little is known about how decisions
regarding these labels affect supply chain behaviors and environmental
performance.

In this paper, we use game theoretic models to analyze two important
questions facing a retailer contemplating adoption of environmental labels: (1)
What type of environmental labels should the retailer choose, and (2) Does the
environmental performance of the product depend on the party in the supply
chain making this decision? To answer the first question, we focus on two types
of widely used environmental labels: information labels (e.g., the Carbon Trust’s
footprint labels), which communicates the level of environmental performance,
and seal of approval labels (e.g., Green Seal Certification), which assert that the
product has good environmental performance according to the labeling
organization’s standard. To answer the second question, we analyze decisions
made under three models: (1) the Supplier-Choice model, in which the supplier
makes the decision about the environmental performance of the product that it
supplies to the retailer, (2) the Retailer-Choice model, in which the retailer
chooses the environmental performance of the product for the supplier, and (3)
the Benchmark model, in which a vertically integrated supply chain chooses the

environmental performance that maximizes the supply chain profit.
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We find that when there is no uncertainty in product demand, the retailer, the
supplier, and the vertically integrated firm prefer the same optimal level of
environmental performance. However, this alignment breaks down in the
presence of demand uncertainty. In the majority of realistic scenarios, the retailer
prefers a higher environmental performance level than the supplier, thus the
retailer faces reduction in payoff when leaving environmental performance
decisions to the supplier. We also expect that seal of approval labels will be more
prevalent in the scenarios in which (1) there is more uncertainty in product
demand, (2) the product’s environmental performance is more difficult for
consumers to interpret, (3) the additional cost to acquire seal of approval labels is
lower, and (4) the retailer can persuade the supplier to share part of the

additional cost to acquire the label.
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Appendix A

This appendix contains the mathematical proofs of the main results shown in
Chapter 2.
Proof of Lemma 1. Ifb, + b, < B, the projects do not need to compete against
each other for capital dollars, thus both projects will be implemented by senior
management if both projects’” expected payoff to the firm are positive. It follows

that manager i’s optimal effort level is independent of ¢; and 6;. From (2.2), since

E(m(e)|l) = [(‘_e") r;— (ize’) k,} — d% < o forall ¢;, manager i does not

propose project i if 0; = . Thus, if 0; = I, project i is not implemented by senior
management and manager i's payoff is — % From (2.1),if 6; = h, manager i’s
expected payoffis E(7;(e;) |h) = [(%) r— (1;25‘) k,} — d’% Since

Pr(6; = h) = Pr(; = I) = 1, the expected payoff of manager i before the signals
are realized is E(7;(e;)) = E(m;(e;) |h) + i(—%) = gi(e;), which attains a

global maximumate; = ¢, = %i_k". Assumption 2 ensures that the optimal
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expected payoff of manager i is Ex; = E(m;(ef)) > o. Because the expected
payoft to the manager is positive, manager i will propose the project when 6; = h
(with probability 1), and since EIT; = E(IL|h, ¢f) > E(mi(e)) > o, senior
management will implement the project when proposed.

Suppose b; < Band b; > Bfori = 10r2,j # i. Because project j violates the
firm’s budget constraint, project j will never be implemented by senior
management. It is optimal for manager j to exert no effort (ef = 0). Also,
because only project i can possibly be implemented, manager i’s optimal effort
level does not depend on ¢; or 0, and the optimal effort is as derived in the
previous paragraph.

Note that these results hold regardless of the order of effort commitment. W

Proof of Proposition 1. If the timing of effort commitment is random, the
probability that each manager is the first mover is 2. We will prove this
proposition by showing the probability of project implementation in equilibrium
for manager i (i = 1,2) and manager j (j # i) when manager i moves first. We
then argue that because the timing of effort is random, the probability that the
first mover i is manager 1 is 2 and the probability that i is manager 2 is also 2. We
then take expectation over the realization of the first mover to obtain the

probability of each manager’s project implementation.

We derive the equilibrium effort levels and probabilities of project
implementation corresponding to the case when i is the first mover by backwards
induction, using the timing in Section 2.3. We assume that b, + b, > B.

In Stage 4, senior management chooses the project to maximize the firm’s
expected payoff, given the budget constraint. The firm chooses the project with
higher expected payoft to the firm, provided the expected payoft to the firm is
positive. If the two projects’ payoff are identical, senior management randomizes
between the two projects with equal probability. Note that if the signal
realizations are 6; = 6; = h and both projects are proposed, the projects’
expected payoffs to the firm are EIT; = E(I1;|h, ¢;) and EIT; = E(IT|h, ¢;)

according to (2.3). Since the managers and projects are symmetric, the expected
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payoft to the firm is increasing in effort level: EIT; > I, if and only if¢; > e;.
Thus, if both projects are proposed and if both projects’ signals are high, senior
management chooses the project whose manager puts a higher effort level.

In Stage 3, the probabilities of the signal outcomes are Pr(6; = h,0; = h) =
Pr(0; =h,0,=1) =Pr(0; =1,0; =h) =Pr(6; = 1,6, =) = 2. Define
E(7;(e;, €;)|0;, ;) to be the expected payoff of manager i given both managers’
effort levels and the realized signals. The expected payoft of manager i when
0; = I, E(7:(e;)|!) according to (2.2), is negative for all ;. Thus, manager i never
proposes project i when 6; = 1. The project is thus not implemented and the
expected payoffis E(;(e;, ¢)|0; = 1, 6;) = —% for all ¢;, ¢; and 0;. The expected
payoff of manager i when 0; = his E(7;(e;)|h), according to (2.1). Assume, and
we will confirm at the end of the proof that this is true at optimum, that
E(7;(e;)|h) > o, which implies that the project’s expected payoff to the firm
EIT; = E(IL|h, ¢;) > o. Because of our assumption, and because it is costless to
propose a project, manager i always proposes if 0; = h. Thus, if ; = hand 0; = |,
senior management selects project i, and
E(x(e;, )]0 = h, 0, = 1) = E(x,(e,)|h) = [(%) r— (=) k} LY
0; = 0; = h, senior management chooses the project with higher effort level and

randomizes if the effort levels are the same:

(22—

E<7ri(ei? e])|el - h7 9] - h) - —% ife,' < Cj

HICIS

(ﬂ) k} — %ifei > ¢

2

(ﬂ) k:| — % ifei = ej

2

Thus, in Stages 1 and 2, before the signals are realized, the expected payoft of

manager i given effort levels ¢; and ¢; can then be written as
E(Tf,’(@i, e})) = iE(n’i(ei, e])‘el = h, 9] = h) + i]E(m(ei, CJ)‘Gl = h, 9] = l) -+

SE(mi(es, ¢)0 = 1,6, = h) + ~E(mi(er,¢)|0; = 1,6 = I5.1)
4 4
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Recall from (2.5) and (2.6) that f;(e;) = %k‘ + (%"’) e — @ and

gi(e) = ”%k" + (%k‘) e — # with global maxima at e}j = %d,kl and e; = %iik",
respectively. Moreover, e;, is the effort level such that g; (e;_) =i (e; ).
Additionally, define t;(e;) = 3 (%) +3 (%) e — % We can equivalently
define these values for manager j: E(m;(e;, ¢;)(6;, 0;), E(7;(¢;, €:)), fi(e), g (e5),
and t;(e;).

In Stage 2, manager j’s best response to manager i’s effort level ¢; is one of the
following:

Case2a: ¢; € [o, e7). Manager s best response is BR;(e;) = e;. To see this,
we compare manager j's expected payoff for ¢;(e;) < e;, ¢j(e;) > e;, and ¢j(e;) = e.

Suppose ¢;(¢;) < e;. Project i will be selected by senior management if
0; = 0; = hin Stage 4, yielding E(7;(¢;(e;), €:)|0; = h,0; = h) = —M. The
expected payofts under other signal realizations follow from Stage 3

characterization above. The expected payoft of manager j before the signals are

realized as given by (5.1) is
1 1+e;(e; 1—ei(e; dei(e;)?
(e e) = 3 | (242 r = (240) k] - 7 —flo(e),
Suppose ¢;(e;) > e;. Project j will be selected by senior management if

0; = 6; = hin Stage 4, yielding
E(Wj(ej(ei), 6,‘)|6j =h,0;,= h) — |:<1+ei(ef)> .

expected payoft of manager j before the signals are realized is

E(m(gi(er), &) = * [(*—”) r— (‘—”) k} — 95" _ o(e.(e;)), which

has a global maximum at ¢;(¢;) = ¢, > ¢; and yields an expected payoft g(e;).

2

(1—ej(ei)> k:| _ de,‘(ei)z' The

Suppose ¢;(e;) = ¢;. If 6; = 0; = h, project j will be selected with probability
2 in Stage 4, because the expected payoff to the firm of the two projects are equal,
yielding

E(W]‘(Cj(ei), 6,)|9] = h’ 01' — h) — i |:<1+ei(e,~)> .

expected payoft of manager j before the signals are realized is

(el o) = | (242) r— (=22) ] - 7 — 4(o(e),

(M) k] _ (6’ The

2 2
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We now compare f(e;(e;) ), g(e;) ,and t;(¢;(e;)). Since g(e;) is the global
maximum of g(-) and f(e) < t(e) < g(e) Ve € [o, 1], we conclude that

g(e;) > f(e;(e;)) and g(e;) > t(e;(e;)) forall ¢;(e;) € [o,1]. Thus, the best
response of manager j is BR]-(e,-) = e; ife; € [o, e;).

Case2b: ¢; € [e;, e;’). Manager j's best response is BR;(e;) = ¢; + ¢, where
¢ > o. To see this, we compare manager j's expected payoff when ¢;(¢;) < e;,
ej(e;) > ey and ¢j(e;) = e

Suppose ¢;(¢;) < ¢;. From the previous case, manager j's expected payoff
before the signals are realized is E(7;(¢;(e;), e;)) = f(¢j(e:)), which has a global
maximum at €f (< ¢;), resulting in expected payoff of (¢ ).

Suppose ¢;(¢;) > ¢;. From the previous case, manager j's expected payoff
before the signals are realized is E(;(¢;(e;), e;)) = g(e;(e;)), which is decreasing
in ¢;(e;) for e;(e;) > ¢~ This results in j’s optimal effort level ei(e) =€ +¢
(where ¢ > o), which yields an expected payoff g(e; + ).

Suppose ¢;(¢;) = ¢;. From the previous case, manager j's expected payoff
before the signals are realized is E(7;(¢;(e;), e;)) = t(ej(e;)) = t(e:).

We now compare f(ef ), g(e; + ¢), and t(e;). It is easy to see that fora
sufficiently small € > o, g(e; + ¢) > t(e;) Ve; € [e;, eg). Moreover,
glei+¢) > f(e}‘) ife; € [e;, eg). Thus, we conclude that BR;(e;) = ¢; + ¢is
manager j's best response if ¢; € [e; e;,/).

Case2c:¢; € [eg, 1]. Manager j's best response is BR;(e;) = ¢;. To see this,
we compare manager j's expected payoff when ¢;(e;) < e;, ¢j(e;) > ¢;, and
ej(e;) = e;.

Suppose ¢;(¢;) < e;. As in previous cases, manager j's expected payoff before
the signals are realized is E(7;(¢j(e;), ;) = f(¢j(e;)), which has a global
maximum at ¢ (< ¢;), resulting in expected payoff of f(e}")

Suppose ¢;(e;) > ;. As in previous cases, manager j's expected payoff before
the signals are realized is E(7;(¢j(e;), €;)) = g(ej(e;)), which is decreasing in ¢;(e;)
for ej(ei) > ¢ > e;/.

Suppose ¢;(¢;) = e;. As in previous cases, manager j's expected payoff before

122

www.manaraa.com



the signals are realized is E(7;(¢;(e;), €;)) = t(ej(e;)) = t(e:).

We now compare f(e}“ ), g(e;(e;)), and t(e;). By our definition of eg ,
glej(e:)) < flef) forany ej(e;) > e > e;,/. Moreover, it is never optimal to choose
¢j(e;) = ¢;: for a sufficiently small e > o, g(e; + ¢) > t(e;) Ve; € [e;/, 1), and when
e =1,t1) < g(1) < g(eg) = f(¢; ). Thus, we conclude that BR;(e;) = ¢; is
manager j's best response if ¢; € [e;,/ 1)

In Stage 1, consider manager i's optimal effort level e, anticipating manager
j's best response BR;(¢;) in Stage 2. We define the optimal expected payoff of
manager i as Ex; = E(7;(ef, BRj(¢}) ), and equivalently for manager j. We also
let EIT denote the firm’s optimal expected payoff. There are two possible cases:

Case 1a: ¢; € [o, e;,/). Manager i maximizes his profit by setting ¢/ = ¢;,
resulting in optimal expected payoff Ex; = f(e; ). To see this, we show that
manager i's expected payoff before the signals are realized E(;(e;, BR;(¢;)) is
fle:), which is maximized at ¢;. Recall that BR;(e;) = ¢; if e; € [0, ¢;) (Case 2a),
and BR;(e;) = ¢ + ¢ife; € [e], e;,/) (Case 2b). Thus, whene; € [o, e;,/),

BR;(e;) > €. If ; = 6; = h, senior management will choose project j in Stage 4,
and thus the expected payoff of manager i before the signals are realized, as given
by (5.1), is B (e BR(e)) = 2 | (%) r = (:5%) k| — % = fler).

Case1b: ¢; € [e;', 1]. Manager i’s maximizes his profit by setting ¢; = eg )
resulting in optimal expected payoft Ez; = g(e/g/). To see this, we show that
E(7;(e;, BRi(e;)) = g(e;), which is maximized at eg ife; € [eg, 1] since g(e;) is
decreasingin e; for e; > e; Recall that BRj(e,-) = le < gife € [eg, 1] (Case 2c).
If ; = 0; = h, senior management will choose project i in Stage 4, and thus the
expected payoft of manager i before the signals are realized is
E(mi(er BR(e) = 2 | (552) r = (352) K| — % = gle0).

Manager i’s expected payoffs in Case 1a and Case 1b are equivalent because
flef) = g(eg). Moreover, by Assumption 2, f(ef) = g(e;) > o. Thus, there are
two equilibria:

In equilibrium 1, manager i’s optimal effort level is ¢ = ¢7, with

corresponding optimal effort level by manager j BR;(¢ ) = ¢;. This yields an
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optimal expected payoff for manager i of E7; = f(¢f ) and an optimal expected
payoft for manager j of Ex; = g(e;). Project i is chosen by senior management
with probability (ie, when 0; = h, 6; = ), and project j is chosen by senior
management with probability * (i.e., when 6; = h). The expected payoff to the
fiemis T = (TG, f) + E(TL[h ) = 3 (- — k) + 2 (£ 4+ %),

In equilibrium 2, manager i’s optimal effort level is ¢f = eg, with
corresponding optimal effort level by manager j BR;( e‘;) = ¢;. This yields an
optimal expected payoff for manager i of Ex; = g(e;,/) and an optimal expected
payoft for manager j of E7; = f(e}“ ). Project i is chosen by senior management
with probability ! (i.e, when 6; = h) and project j is chosen with probability "

(ie, when 6; = I,0; = h). The expected payoff to the firm is
EIl = ‘E(IL|h ¢, ) + *E(IL|h,¢f) = & (r— k) + £ (i + 1).

2 \ 2 T

Recall our assumption in Stage 3 that E(m;(e;)|h) > o. Since
E(m;(e;)|h) > g(e;) > f(e;) Ve; € [0, 1], this assumption is satisfied at our
optimal solutions since g(e;l) = f(e;) > o by Assumption 2. The same argument
follows for E(7;(e;)|1) > o to be satisfied at BR;(ej) = ¢; and BR;(¢}) = ¢}.

We now comment on the stable equilibrium chosen by the managers in
practice. Equilibrium 2 is an unstable equilibrium. If manager i miscalculates
slightly on his effort level, manager j may still be able to profitably exert more
effort than manager i and present a higher expected payoff project to senior
management. In this case, manager i would then prefer to play weak. Thus,
equilibrium 1 is the only stable outcome. It follows that when manager i is the
first mover, in the stable outcome, manager i’s project is implemented with
probability -, manager j's project is implemented with probability ;, and no
project is implemented with probability *-.

Lastly, we take expectation over the realization of the first mover to obtain
the probability of each manager’s project implementation. When the timing of
effort commitment is random, the probability that manager i is manager 1 is
and the probability that manager i is manager 2 is 2. Thus, manager 1 is the first

mover with probability 2 and second mover with probability 2. The probability
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that manager 1’s project is implemented is then (1) (i) + (3)(3) = 2. Analogous
reasoning applies for manager 2. Similarly, the probability that no project is
implemented is (1) (i) +(3) (i) = - The expected payoff to the firm, which is
denoted [EIT;, is the same regardless which manager commits effort first:

EIT, = LE(IT|h, ¢) + *E(TL|h, ¢f) = 2 (r— k) + =% (f - i)

8

This completes the proof. |

Proof of Corollary 1. This result follows directly from the proof of Proposition
1. |

Lemma 3 The value e;_, where gi(e;,) = fi(e}), is decreasing in d;.

Proof of Lemma 3. Recall expressions for f;(+) and g;(-) from (2.5) and (2.6).
Solving gi(e;) = fi(e;) for the feasible root greater than e, yields

"

e, =tk [3bitk) ”4;;. Taking the derivative with respect to d; gives

gi 4d; 64d?
D itk (e(ritki)* | r—k ) (3(ritk)* k) ?
9d:% —  ad @ T s sk T ad, <o =

Lemma 4 Suppose d, > d, and manager 1 is the first mover. The optimal effort
levels are e = ¢f and ¢, = ey , resulting in expected payoffs Em, = f,(¢f),

Em, = g.(¢;,), and EIT = 2 (r — k) + rtk

2

( . 1t ) Manager 1's project (waste
heat recovery) is implemented with probability = manager 2's project is implemented

with probability 2, and no project is implemented with probability i.

Proof of Lemma 4. We prove this lemma by backwards induction, using the
timing in Section 2.3. We proceed by the same logic as in the proof of
Proposition 1

In Stage 4, senior management chooses the project with higher expected
payoft to the firm, provided that the expected payoff to the firm is positive. If the
two projects’ payoff are tied, senior management randomizes between the two
projects with equal probability. Note that if the signal realizations are
8, = 0, = h and both projects are proposed, the projects’ expected payoffs to the
firm are EIT, = E(I1,|h, ¢,) and EIT, = E(I1, |h, e, ), according to (2.3). Since
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the projects’ payoffs are symmetric (r, = r, = rand k, = k, = k) and the
projects’ expected payoffs to the firm are independent of effort cost d;, the
expected payoff to the firm is increasing in effort level: [EIT; > EIT; if and only if
e > ¢

Following the same logic as in the proof of Proposition 1, in Stage 3, manager
i (i = 1,2) proposes his project if and only if §; = h, and in Stage 2, manager 2’s
best response BR, (e, ) given ¢, is as follows:

Case 2c: ¢, € o, e;). Manager 2’s best response is BR, (¢,) = e, See Case
2a from the proof of Proposition 1.

Case2c: e, € [e;, e;). Manager 2’s best response is BR, (¢,) = e, + ¢. See
Case 2b from the proof of Proposition 1.

Case2c:e, € [e;;, 1]. Manager 2’s best response is BR, (e,) = ¢} . See Case
2¢ from the proof of Proposition 1.

In Stage 1, we consider manager 1’s effort level taking into account manager
2’s best response in Stage 2. There are two possible cases:

Case 1a: ¢, € |[o, e;). Manager 1 maximizes his profit by setting e; = e,
resulting in expected payoff f, (e};). To see this, we show that manager 1’s expected
payoff before the signals are realized E(7, (e,, BR,(e,)) is fi(e,). If e, € |o, e;) )
BR,(e,) > e, so senior management chooses project 2 when 6, = 6, = h.
Following Case 1a in the proof of Proposition 1, we obtain
E(,(e,, BR,(e,)) = fi(e,), which is maximized at €] = ¢;.

Case1b: ¢, € [e;, 1]. Manager 1 maximizes his profit by setting e/ = e;,
resulting in expected payoft g, (e;). To see this, we show that manager 1’s
expected payoff before the signals are realized E(, (e,, BR,(e,)) is g, (e, ). If
e, € [e;, 1), BR,(e,) < e,, so senior management chooses project 2 when
6, = 0, = h. Following Case 1b in the proof of Proposition 1, we obtain
E(m,(e,, BR,(e,)) = g (e,), which is decreasing in ¢, if e, € [e;, 1, and is
maximized at e] = e;.

We now compare f, (¢; ) and g, (e;) , manager 1’s expected payoff from the two

"o, .. .
cases above. From Lemma 3, e, is decreasing in d;. Given thatr, = r, = r;
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k, =k, = kand d, > d,, it follows that e; < e;,;. Since g, (e, ) is decreasing in e,
fore, > ey, we conclude that gl(e;) < gl(egl) = fu(¢f)-

Thus, in equilibrium, manager 1’s optimal effort level is e; = ¢} with optimal
expected payoft of manager 1 Ez, = fl(e}‘l ). Since ef < e, < e, the
corresponding optimal effort level of manager 2 is ¢; = BR, (e}i )= e; which
yields optimal expected payoff of manager 2 Ex, = g, (e;, ). By Assumption 2,
fl(e;l) > oandg,(e; ) > o. Project 1 is implemented by senior management with
probability + (i.e. when 6, = hand 6, = I) and project 2 is implemented by
senior management with probability : (i.e. when 8, = h). The expected payoff to
the firm is BT = *E(TL [k, ¢f) + *E(TL[h,¢f,) = 3 (r — k) + 22 (% 4 %),

This completes the proof. |

Lemma § Supposed, > d, and manager 1 is the second mover. The optimal effort

levels are e, = ef and e, = e; (> e3,), resulting in expected payoffs Ex, = f,(e; ),
Ex, = gz(e;), and EIT = 2 (r — k) + # (% + %) . Manager 1's project (waste
heat recovery) is implemented with probability i, manager 2s project is implemented

with probability 5, and no project is implemented with probability .

Proof of Lemma 5. We prove this lemma by backwards induction, using the
timing in Section 2.3. We proceed by the same logic as in the proof of Lemma 4.

In Stage 4,if 0, = 0, = h and both projects are proposed, then IEIT; > [EIT;
ifand onlyife; > ¢; (i = 1,2;j # i). In Stage 3, manager i proposes his project if
and only if §; = h. In Stage 2, manager 1’s best response given manager 2’s effort,
BR,(e,), is as follows:

Case2a: ¢, € o, e;). Manager 1’s best response is BR, (e,) = €, See Case
2a from the proof of Lemma 4.

Case2b: e, € [e;, e;). Manager 1’s best response is BR, (e,) = e, + ¢. See
Case 2b from the proof of Lemma 4.

Case2c: e, € [e;, 1]. Manager 1’s best response is BR, (e,) = e;.. See Case

2¢ from the proof of Lemma 4.
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In Stage 1, we consider manager 2s effort level taking into account manager
1’s best response in Stage 2. There are two possible cases:

Case 1a: ¢, € |o, e; )- Manager 2 maximizes his profit by setting e; = e;,
resulting in expected payoft f, (e}‘z). To see this, we show that manager 2’s
expected payoff before the signals are realized [E(, (e,, BR,(e,)) isf (e, ). Since
BR,(e,) > e, in this range, when 6, = 6, = h senior management chooses
project 1. Following Case 1a in the proof of Lemma 4, we obtain
E(7,(e., BR,(e.)) is fa(e,), which is maximized at e] = ¢} .

Case1b: e, € [e;, 1]. Manager 2’s maximizes his profit by setting e = e; ,
resulting in expected payoft g, (e;).

To see this, we first show that e; = ¢ if e; < e ande; = egl if e; > e, . We

then show that given Assumption 2, ¢, > ¢, always.

To show the first part, first note that manager 2’s expected payoft before the
signals are realized E(m,(e,, BR,(e,)) is g, (e,) since BR,(e,) = e < eif
e, € [e;, 1], so senior management chooses project 2 when 6, = 6, = h. Now
compare e; and ey . If e; > ¢, thene; = e; ife, € [e;, 1] since g, (e, ) is
decreasingine, fore, > e, . If e; < e, thene; = ¢, ife, € [e;, 1] because €, is
the global optimal of g, ().

To show the second part, recall the expression for e; in the proof of Lemma

/" . .
3. Thene, < ¢, isequivalentto

d, <d, (1 + 22:;2‘32 + \/<1 + 22:_,’3?) — i) = cil(d,_, r, k). It suffices to

show that d,(d,, r, k) > k, which implies d, (d,, r, k) > d, by Assumption 2. To

see this, notice that for a given d,, d, (d,, r, k) is increasing in r (recall that r < k),

thus by Assumption 2 this expression is smallest when r = k. Fixr = £k, then

_ 2(r—k)d, 2(r—k)d, 2 1 .
dz € (fk, k). Let t(d2777 k) = (1 + Ef‘f‘k;z + \/(1 + Er-&-ki" ) - Z). Itls

straightforwad to see that t(d,, r, k) is decreasing in d, for a given r since r < k.

Substituting the upper and lower bounds of d, and r = %k gives
t(%k, 2k, k) = 1.6511, and t(k, k. k) = 1.596s. It follows that
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d,(d,, k) > (‘—;k) t(k, *k. k) = 12772k > k. Thus, forr = 4k,
cil(dz, fk, k) > k for all feasible d,. It is straightforward to see that
cil (d,, 7, k) > kfor all feasible r and d, as given by Assumption 2.

We now compare manager 2’s expected payoffin Case 1a (fz(e}: )) and in Case

"

1b (g.(e,, ))- Recall from the proof of Lemma 4 that e; < e;. Then because
g.(e,) is decreasing in ¢, for e, > ¢,,» we conclude that gz(e‘;) > gz(e;) = f(e; ).

Thus, in equilibrium, manager 2’s optimal effort level corresponds to Case 1b:

e, = e, with optimal expected payoff for manager 2 of Ex, = gz(egl) and

2
*

e = BRl(e;) = ¢; with optimal expected payoff for manager 1 of Ex, = fl(efl ).
The expected payoff to the firm is
o+ B (452)  (62) = -9 3 (145)

1

Assumption 2 ensures that gz(egl) > oandf, (e}“ ) > o. Moreover, manager 1’s

project is implemented with probability * (when 6, = hand 6, = I), manager 2’s
project is implemented with probability * (when 6, = h), and no project is
implemented with probability ;.

This completes the proof. |
Proof of Proposition 2. This result follows directly from Lemmas 4 and s.
Regardless of effort commitment order, manager 1’s project (energy efficiency) is
implemented with probability ;- and manager 2’s project is implemented with
probability . When managers have symmetric costs of effort, each manager’s
project is implemented with probability 2 (Proposition 1). Thus, if d, > d,,
project 1 (energy efficiency) is less likely to be implemented and project 2 is
more likely to be implemented. |
Proof of Proposition 3. Ifa, > A > a,, project 2 will never be implemented by

senior management because it violates the emissions reduction constraint. The

expected payoft of manager 2 before the signals are realized follows — d;ei , which
is maximized at e] = o, yielding optimal expected payoff of manager 2 Ex, = o.
Because project 2 is never implemented, it follows that manager 1’s optimal effort
level is independent of e, and 6,. If 6, = |, since E(7,(e,)|l) < oforalle,

manager 1 never proposes project 1. Project i is never implemented and the
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expected payoft given 6, = lis —%. Now suppose 0, = h. If manager 1
proposes project 1 and project 1’s expected payoff to the firm is positive

(ET1, > o), project 1 is implemented and the expected payoff of manager 1 given
0, = his [(”“Te‘) r, — (%) kl} — %. Since the probability of signal realization

is Pr(0, = h) = Pr(0, = I) = ?, the expected payoff of manager 1 before the

signals are realized is 2 ([(HT‘*) r, — (%) kl} — d%) +2 (—%) =g,(e,),
which attains a global maximum at ] = ¢, and yields optimal expected payoft
for manager 1 of Ex, = gl(e;). Assumption 2 ensures that el € (0,1) and

Ex, > o. It follows that [EIT, > o, so manager 1 proposes the project when

6, = hwith probability 2, and senior management choses project 1 if manager 1
proposes it. The optimal expected payoff to the firm is

I, = LE(TL[h,¢;) = & (r— k) + 2 (). =
Proof of Corollary 2. If manager 1 moves first, the firm’s opportunity cost of

setting the environmental goal is the difference between the optimal expected

payofis to the firm in Lemma 4 and Proposition 3:

= [rieyes (1)< [ro-p e ()] -

r—k)+ # (% + %) If manager 2 moves first, the firm’s opportunity

cost of setting the environmental goal is the difference between the optimal

expected payoffs to the firm in Lemma 5 and Proposition 3:

— r+k [ % eli 1 rik (% —
C, = [g(r—k)+7<§+§> - |:Z(1’—k)+7(%>:| =

*

* 1
€ e € .
sr—k)+ # (f + & - %) Because of Assumption 2, and because

€, > €, and e‘; > e, , we obtain C, and C, > o. Since the probability that each

manager moves first is 2, on average, the firm’s opportunity cost of setting the

environmental initiative is C, + 1C, = % + % (e}j + e; + e; — 2ej;>. |
Proof of Proposition 4. To prove Proposition 4, we proceed by backwards
induction using the timing in Section 2.3, following the same reasoning as in the
proof of Proposition 1. Note that because of Assumption 2, the feasible range of

the subsidy is r, € (r,, d,). We then define the critical level of subsidy 7, above
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which the probability that waste heat recovery is implemented increases from i
to 2 and show that 7, € (7., d,). Let manager i be the first mover, and let manager

j be the second mover.

The reasoning used for Stages 3 and 4 of the game is identical to the
reasoning used in the proof of Proposition 1, with one difference. Suppose both
signals are high 0; = 6; = h, and thus both projects are proposed. In the proof of
Proposition 1, since the payoffs are symmetricr, = r, = rand k, = k, = k, the
project with the higher effort has the higher expected payoff to the firm:

EIT; > EII; if and only if ¢; > ¢;. Thus, in this scenario senior management will
choose the project with the higher effort level. With the subsidy, the payofs are
not symmetric (r, > r,), and thus the expected payoff to the firm is not
determined by the effort level alone. Recall the expected payoff to the firm from
projectigiven 0; = h: EII; = E(IL|h,¢;) = (”—e) ri— (176") k. We define

2 2

wi(e;) = :}12 + (:}i’;) ¢; to be manager j's effort level that allows the expected

payoff to the firm from project j to equal the expected payoft to the firm from

project i, given manager i exerts effort ¢;. In other words,
E(TL|h, e;) = E(IL|h, wj(e;)). We equilvalently define w;(¢;). Note that
wi(wi(e;)) = ¢jand wi(wj(e;)) = e:.

In Stage 2, manager j’s best response BR;(¢;) given ¢; is as follows:

Case 2a: wj(e;) < e;_. Manager j's best response is BR;(¢;) = ¢~ See Case
2a from the proof of Proposition 1. The only difference is that instead of
comparing manager j’s effort with manager i’s effort directly, we compare the
equivalent effort level that manager j needs to exert, given e;, to win if both
projects are proposed.

Case 2b: e;_ < wi(e) < e;. Manager j’s best response is
BR;(e;) = wj(e;) + €. See Case 2b from the proof of Proposition 1.

Case 2¢: wj(e;) > e;. Manager j's best response is BR;(¢;) = e}';. See Case
2¢ from the proof of Proposition 1.

In Stage 1, we consider manager i’s effort level taking into account manager js

best response in Stage 2. There are two possible cases:
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Case 1a: wj(e;) < e;. The expected payoff of manager i before the signals
are realized E(7;(e;, BRj(e;)) is f;(e;). To see this, consider BR;(¢;) in Stage 2. If
wi(e;) < e; , then BR;(e;) > w;(e;), which implies that the expected payoff to the
firm from project j is greater than the expected payoft to the firm from project i if
6, = 0; = h. Thus, senior management chooses project j when 6, = 0; = h.
Following Case 1a in the proof of Proposition 1, we obtain
E (s, BRy (&) = f(e).

Case 1b: w;(e;) > e;. The expected payoff of manager i before the signals
are realized IE(7;(e;, BR;(e;)) is gi(e;). To see this, consider BR;(e;) in Stage 2. If
wi(e;) > e;, , then BR;(e;) < w;(e;), which implies that the expected payoff to the
firm from project i is greater than the expected payoft to the firm from project j if
6, = 0; = h. Thus, senior management chooses project i when 6, = 0; = h.
Following Case 1b in the proof of Proposition 1, we obtain
E(mi(e;, BRj(e:)) = gile:).

We now characterize manager i’s optimal effort level. Since, w;(w;(e;)) = e;,
conditions w;(e;) < e;, and w;(e;) > e;, can be written as ¢; < wi(e;) and
e > wi(eg) , respectively. From Cases 1a and 1b above, manager i’s expected

1

payoffisfi(e;) if e; < wi(e,) and gi(e) if e; > wi(e;,). By definition ofe;, we can

characterize the optimal effort level of manager i as follows:

o Ifw; (e;) < e;, , manager i's optimal effort level is the maximizer of g(¢;) in
this range. Specifically, manager i's optimal effort levelis ¢ = e, if
w,-(egj) <egande; = w,-(egj) ife,, < Wi(eg,-) < e, Manager i’s project is
implemented with probability > and manager j’s project is implemented
. T 1
with probability =

1 "

« Ifwi(e,) > e,, manager i's optimal effort level is the maximizer of fi(e;) in
this range. Specifically, manager i’s optimal effort level is ¢ = ¢;. Manager
i's project is implemented with probability ; and manager j’s project is
implemented with probability 2.

"

1" .. . . .
o Ifw; (egj) = e, manager i is indifferent between choosing
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* " _ 1" * *
e = Wi(eg,-) = e, and e = ¢;.

By substituting i = 1, 2 into the steps above, it is straightforward to show that,
regardless of who moves first, the waste heat recovery manager (manager 1) will

increase the adoption of his project from  to ; if and only if w,( ) < e

We now characterize the critical subs1dy level t,. Define 7, to be r, that

. " 1" . A .
satisfies wi(e, ) = e . More specifically, 7, satisfies

ro+ (r+ k)e; = rn+(n+ k)e; (5.2)

By substituting the expressions for e; and e;,; from Lemma 3, equation (5.2)

becomes to

rop B (k) 2B ok B () —“2;1"1 + o2k

First, note that the expression r + ( +k) + (r+k) (;le)z + =5 *i
monotonically increasing in  and monotonically decreasing in d. Smce the
expression on the left-hand side of (5.2) is increasing in r,, it follows that manager
1 will increase the adoption of his project from | to ; ifand only if r, > 7.

We now show that 7, € (r,,d,). Itis straightforward to show that 7, > r,,
since substituting r, = r, makes the expression on the left-hand side smaller than
the expression on the right-hand side. To ensure that 7, < d,, since the left-hand
side is increasing in r,, it suffices to show that substituting r, = d, gives
dy+ By (d, k)RR ok s g (B (k) 2 ok
Since the right-hand side is decreasmg ind, and d, > r, (by Assumption 2), it is,
in turn, sufficient to show that
dy+ B (4, k) IRy dk sy (R (g AR nk
We can show that this inequality is true by taking the derivative of
x+ (x+k) + (x+ k) eth) x4;xk with respect to x and using Assumption 2

64x*
to show that this expression is increasing in x, and by observing that d, > r,.

Thus, there exists 7, € (r,, d,) such that for r, > 7,, the probability that the

waste heat recovery is implemented increases from ; to 3. |
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Lemma 6 If manager 1 is the first mover, the optimal effort levels are as follows. If

r<trye = e}j, e = ;; if r, = 1, there are two equilibria: ¢ = e}j, e = e; and
* 4

e = wl(e;) =g, ¢ = ¢jandifr, > 7, ¢ = wl(e;)(> € ), € = ¢

If manager 1 is the second mover, the optimal effort levels are as follows. If r, < ,,

1" . A 1. .
e, =¢,¢€ = wz(egl)(> e;); if r, = 1, there are two equilibria:
* ok %k N o x ok k%, . s
e, =¢,¢€ = wz(egl) =e, andel = e, ¢, = ¢ ;andifr, > 1,
* ok _k __ %
€ = €. 6 = €.

Proof of Lemma 6. This follows from the proof of Proposition 4. We first derive

the optimal effort levels for the case when manager 1 is the first mover, then we

derive the optimal effort levels for the case when manager 1 is the second mover.
If manager 1 is the first mover, substituting i = 1 into the backwards

induction process in the proof of Proposition 4 yields the following:

1" 1"

« Supposer, < 7,. Then in Stage 1, w, (¢, ) > ¢, and thuse] = ¢;. In Stage
2, ¢, = ¢; corresponds to Case 2a since it can be shown that wz(e}i) < e,
by showing that the inequality holds whenr, = k,r, = fk, andd, = d,
(ford, =d, € (fk, k)). Thus ¢! = BR,(¢f) = €,

« Suppose r, > 7,. Then in Stage 1, wl(e;) < e; and thus ¢] = wl(e;) since
1"
it can be shown that ¢; < w, (e, ). To see this, show that this inequality
still holds even when using conservative parameters r, = k, r, = %k, and
d, =d,ford, =d, € (‘—s*k, k). In Stage 2, ¢f = wl(e;) corresponds to

Case 2¢,and thus e} = BRz(wl(e;)) =e.

~ . " 7 .
« Suppose r, = 7,. Then in Stage 1, WI(C&) = ¢, and manager 1 is
. . . * oo % .
indifferent between choosing e = wl(egz) = ¢, and ¢; = ¢;. Following
the above logic, manager 2’s best responses in Stage 2 are

€, = BRz(wl(e;)) =e¢ ande, = BRz(eJ’fl )= e, respectively.
If manager 2 is the first mover, substitute i = 2 into the backwards induction

process in the proof of Proposition 4 yields the following:
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« Suppose r, < 7,. Then in Stage 1, wz(egl) < e:g; and thus e} = wz(e;) since
1

it can be shown that e; < w;, (e, ). To see this, show that the inequality still

holds with conservative parametersr, = r, forr, =r, € (%k, k),d, =k,

andd, = %k. In Stage 2, ¢; = w, (e, ) corresponds to Case 2¢, and thus

e = BRl(wz(e;)) =e.

N . " "

« Suppose r, > 7,. Then in Stage 1, W2<€gl) > e, and thuse; = ¢;. In Stage
2,€; = ¢ corresponds to Case 2a, since it can be shown that w, (¢} ) < €,
by showing that the inequality holds with conservative parametersr, = r,

forr, = r, € (¢k,k),d, = k,and d, = *k. Thuse] = BR,(¢}) = ¢; .

"

N . 1 .
« Supposer, = r,. Then in Stage 1, W2<€gl) = ¢, and manager 2 is
. . . *x & *x % .
indifferent between choosing ] = wz(egl) and e; = ¢f . Following the
above logic, manager 1’s best responses in Stage 2 are

e = BRl(wz(e‘;)) =e¢ ande; = BRl(e}:) = ¢, respectively.

Proof of Proposition 5. We first show that the expected payoff to the firm
weakly increases in r, forr, < 7, and r, > 7,. Then we show thatatr, = r, the
expected payoft to the firm is greater than when there is no subsidy, r, = r, = r.

To show that the expected payoft to the firm weakly increasesin r, forr, < 7,
and r, > r,, recall the optimal effort levels of both managers from Lemma 6.

Suppose r, < 1,, then the expected payoff to the firm is

EIT, = & [ ook 4 (k) (i_,_Leg)) +l<ﬂ—|—(%‘)e;l>.81nce

2 2 2 2 4 2

! n—r r+k ntk rntk)? | r—k . e .
wz(egl) =TT (r;k> <4—; + \/% + E)’ simplifying gives
EIT, = o2k 4 nck g (b0 sOob? )tk foeblt ) ik gy

8 32d, 64d, 64d? 4d,
straightforward to see that [EI1, is increasing in r,. Similarly, suppose r, > 7,, then

the expected payoft to the firm is

ity = 1 (5t (24) (%4 250) ) 1 (4 (220) ). Since

2 2 4 2
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N r—n ratk ) [ ratk 3(tk)? | k| e Lo oo
wi(ey) = 252 + (53%) (ml +\/Maa 5 ) simplifying gives
_ r.—k rn—k (ri4k)* 3(r,+k)* r,+k 3(r,+k)* r,—k .
EI1, = = + 2=+ i, + 6ads + 25 v —l——4d1.Itlsalso

straightforward to see that [EIT}, is increasing in r,.

Thus, to prove this proposition, it suffices to check that the expected payoft to
the firm if r, = 7, is greater than when there is no subsidy, r, = r, = r. Recall
from Lemmas 4 and s that the expected payoff to the firm when manager 1 is the
first moveris 3 (r, — k) + %C <% + %), and the expected payoff to the firm

* 1"
] ] 2 k ¢ 1 € 1
when manager 1 is the second moveris 2 (r, — k) 4 = (f + %) (where

"

€, > € ). Since the order of the move is arbitrary, the firm’s overall expected

payoffisEHazg(rz_k)+ﬁc(%+%+%) _

2

3tk | (ntk)? | rtk [3(tk)? ,—k
2(r, —k)+ Sadt gt Tk T 27=. Recall from Lemma 6 the
optimal effort levels, then if r, = 7, there are two equilibria which give expected

payoffs to the firm EIT;|, _; and EIT,,
EIT|, —;, > EII, since EI]; is increasing in r,. Also, we can show that

EITy,|, =5, > EIL,: recall that 7, > r, and d, > d,, thus

o __n—k | n—k (ri+k)* 3(ra+k)* .tk [ 3(r,tk)? r—k
Enh n=reT oy + 3 + 32d, + 64d, + 3 6442 + 4d,

n
Proof of Corollary 3. From the proof of Proposition 5, we see that the firm’s

r.=#,. It is straightforward to see that

n=n > EHa‘

(average) expected payoff, denoted EIT, is continuous and increasing in r, for
r, # r,, that lim ETT = EIT,,—,, and thatlim, .+ ETT = EIT,|,,—,. Thus,
if we can show that EIT,|,,—;, — EII,|,,.—;, > o, choosing 7, = 7, — ¢ and

r—r

! =, + ¢ for sufficiently small ¢ > o will make the firm’s payoff whenr, =7

greater than its payoff whenr, = r/’.

1

We next show that KIT;|,,—;, — EII,|,,—;, > o. From the proof of Proposition

. _ n—k r—k (r+k)* 3(r+k)? rntk [3(rntk)? r,—k R

5, BTy, =, = oty T T ea Ty ek + 2 = and

L —nk | nk  (ntk)? | 3tk | ondk 3tk L ook

EHZ n=noToy + 8 + 32d, + 64d, + 8 64d> + 4d, In=T1*

Substituting equation (s.2) gives EITj|, —; — EIT,|, —; = (atl)? (A e
geq 15:2)8 ln=p hin=r — “64d, 6ady -

argue that (rg%c) > %. To see this, assume otherwise and rewrite equation
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(yais B+ 2 (A2 4 17) =

r+ (k) \/(r’;:k)l (3(“%)1 + “4 ) Since 7, > r,, (3(2%)1 + %) > 0,

4d, 64d,

64d,
vty o (g )
r+ Uﬁk) + (rath)* (3(“%)2 + %), contradiction. Thus, (ntk) o (itk)

d, 64d2 64d2 64d1
and EH; =t ]EHh

and <3(r,+k) 4 nok > > o, and by assumption (V‘Jrk) > (”tk) , it follows that

r.—=#, > 0. This completes the proof.

A comment regarding the interpretation of this result. Note that

(r,+k)* (1 tk)* (rﬁ-k) (1’1
64d, > 64d, >

e; < e;. Moreover, from the deﬁmtlon of 7, in (s.2), it follows that at r, = 7,

wz(e;) = e; > wl(e;) = e . Thus, the main driver of the result
EIT,

a winner than manager 2 does as a winner. |

implies that +k) . This in turn implies that at r, = 7,,

ri=#, — EIlp|,,=, > ois the fact that manager 1 exerts a lower effort level as

Proof of Proposition 6. From (2.7), the expected payoff of the technology
provideris E(nr(er)) = (=a)N [(M) r— (%) kl} - dT;ZT, which is

2 2

(1—a)N(ri+k)
4dr

SE(Ter) = a | (42) — (55) k| — ¢

For a feasible solution, the host firm must make positive profit. The firm’s

maximized at ey = . From (2.9), the expected payoff of the host firm

expected payoft increases in er. Therefore, for a feasible solution, the following
must hold: E(IT|er = 1) > o, which impliesa > .

It is straightforward to show that E(n7(er)) increases in N. Therefore, there
exists N such that for N > N, E(zr(er)) > o for any er. Thus, for any
a€ [f, 1} , there exists e}, < 1such that for er > e, E(II|er) > o. For every
er > €}, there exists N such that for N > N, E(zr(er)) > o. n

Proof of Proposition 7. The expected payoff of the technology provider is

(=a)N(nthk) 10 expected payoff of the firm must be

maximized at ey =

4dr
positive: E(TI|er) = a [(m) r,— (%) kl} — ¢ > o, which implies
E“Fkl_ 1 ~ > 3 1
er > “r+—kr = er. Note that both e and er are decreasing in a.
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Looking over the feasible range of 4, i.e., a € [i, 1),

. 1= IN(r+k) .

erla= f) = % and decreases to ér(a = 1) = o, and
i) = 1and decreases to éx(a = 1) = 25" There are two cases: (1)
" itk

x>

~
IS
I

f) <er (a = 3) = 1, which implies N < ( 4>dT and (2)
e

Consider case (1), N < %. In this case, e > e for the entire
T 1

1—<
8%

AN
T ITR TR TS
I

a= 5) > er (a = £> = 1, which implies N >

L8 - L8}

Q>
~

range a € [£, 1. The technology provider’s payoff is maximized at er = er,
however, it must exert at least e = ¢ in order for E(IT|er) > o. Therefore,
eh. = er. Thus, E(I1|e;) = E(I|er) =

a Etk—rn Etk—n .
2 (1 + ( — n—\1— (5% k,| — ¢ = o,independent of a.

Consider case (2), N > —49T_ 1n this case,
(1=£) (k)

_ <
T

er <a = r—i) > er (a = r—cl) = 1,buter(a =1) < er(a = 1). Define
£ <d <d" <itobesuchthater(a = a') = 1ander(a = a") = er(a = a”).
Then, fora € [£,d), e} = 1,fora € [a',a"), e} = er, and for

a € [a”,1], e = er. The payoff to the firm is as follows:

« Supposea € [ﬁ, a'). Then ef. = 1, and the payoff to the firm is

E(I|er = 1) = ar, — ¢, which increases in a.

« Suppose a € [d',a"). Then e} = e, and the payoff to the firm is

E(Iller = ér) = a [(%) n— (=) kl} —c=

a(rl_kl) _|_ ‘1( “) (rl+k1

. Taking the derivative gives

2 8dr
%E(H|6T = éT) — 12k1 _I__ (1 Za);\;(;l—‘rk) nd
g;lE(H’eT =ér) = _N(ETJFT’CI) < o which implies that the payoft to firm

is strictly concave in a. Moreover,

LE(er = ér)|amy = 258 — N(ETJF:‘)Z < o. Therefore, E(I1|er = er)

2

either decreases in a or first increases, then decreasesin a fora € [£,1].
1
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« Suppose a € [a”,1]. Then e}. = er, and the payoff to the firm is
E(Tller = ér) = a [ (£5) = (55) k] — e =

2

2 (1’1 — bk, + (1, + k) (%:f,;n)> — ¢ = o, independent of a.

Therefore, for a € [f, a'), E(I1|er) increases in a; fora € [/, a”), E(I1|er)
increases then decreases in a or decreases in a; and for a € [a”, 1], E(IT|er) is

constant. Thus, if N > (c‘*)% , the host firm’s profit first (weakly) increases
1—— (N

in a, then (weakly) decreases in a.

This completes the proof. |
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Appendix B

This appendix contains supplemental analyses for Chapter 3. Section 6.1
contains the description of various robustness tests. In Section 6.2, we discuss
and analyze the generalizability of our results. Section 6.3 contains an additional
analysis that examines the relationship between the GHG intensity of the
supplier’s industry and the buyer pressure. We analyze suppliers’ decisions to

share climate change information publicly or privately in Section 6.4.

6.1 ADDITIONAL ROBUSTNESS TESTS

Concerned that obtaining data for suppliers’ revenues for only 36% of our
sample might bias our results, we also estimated a variant of the primary model
by omitting supplier’s revenue, which yielded results (not shown) consistent with

those of our primary model. Estimates of the hypothesized results were also
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nearly identical when we controlled for the relative power of the supplier and its
largest buyer by including in our models the ratio of the largest buyer’s revenue to
the supplier’s revenue, either in addition to or instead of the two separate
components.

Because number of buyer requests does not account for requests from
government agencies (which are managed through the CDP Public Procurement
program), we also—as robustness tests—estimated our primary model on the
subset of suppliers that received only the CDP Supply Chain program
questionnaire and not the Public Procurement program questionnaire.
Separately, we added the number of government agency buyer requests to our
primary measure of (private-sector) number of buyer requests. These two
models yielded hypothesized variable coefficients that were nearly identical to
those from our primary model.

One might be concerned that suppliers might take more seriously requests
from buyers in countries with more stringent environmental governance. To test
this, we estimated three additional models, each with an alternative measure of
environmental governance in the buyer’s country: (1) one-year lagged values of
buyer country’s environmental governance; (2) stringency of environmental
regulations in the buyer’s country, and (3) level of enforcement of environmental
regulations in the buyer’s country, all obtained from the Executive Opinion
Surveys of the Global Competitiveness Report of the World Economic Forum.
These models yield no evidence that supplier responsiveness was associated with
environmental governance in the buyer’s country, since the coefficient on buyer

country’s environmental governance is not significant in any model.

6.2 (GENERALIZABILITY ANALYSIS

The generalizability of our results could be called into question, especially if
buyers that self-select into the CDP Supply Chain Program differ substantially
from those that do not. CDP staff we interviewed suggested that buyers
participating in the CDP Supply Chain Program tended to be especially
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concerned about and active in climate change and sustainability issues. The
analyses described below similarly indicate that the most comprehensive carbon
disclosers were significantly more likely to participate as buyers in the CDP
Supply Chain Program, but that the comprehensiveness of buyers as disclosers
does not significantly affect the magnitudes of our hypothesized relationships.
These results yield no evidence that impedes the generalizability of our
hypothesized results to buyers less committed to disclosing their own climate
change information. Additional analyses described below also yield no
indications that prevent our results from generalizing to those suppliers from

whom the buyers did not request climate change information.

GENERALIZABILITY TO OTHER BUYERS. We explore the extent to which
participating buyers differed from comparable non-participant buyers by
examining the reports CDP produces based on its primary investor project, in
which CDP surveys all members of leading public stock exchanges. CDP
analyzed the responses in 2009 and 2010 of S&P 500 and FTSE 350 index
members and, referring to the most comprehensive disclosers as “carbon
disclosure leaders,” listed them as members of its “Carbon Disclosure Leadership
Index” (CDLI) [26]. We focus here on the S&P 500 and FTSE 350 because 38 of
the 68 buyers (56%) in the CDP Supply Chain Program are members of these
indices and fewer than five buyers are in any of the other indices covered by the
CDP investor survey. A two-group test of proportions revealed that Carbon
Disclosure Leadership Index members were significantly more likely to
participate as buyers in the CDP Supply Chain Program (17.0% vs. 2.0%;

p < o.o1). Logistic regression yielded the same insight: Being a carbon
disclosure leader increased the predicted probability of participating in the CDP
Supply Chain Program from 2.6% to 11.1%. (Specifically, we estimated a logistic
regression model predicting a firm’s participation as a buyer in the CDP Supply
Chain Program based on being a carbon disclosure leader (8 = 1.75; p < 0.01),
controlling for log of sales and log of employment (both lagged one year) and
including fixed effects for industry, country, and year.) We exploit this difference
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to gain insight on the extent to which buyers’ self-selecting into the CDP Supply
Chain project might impede the generalizability of our results. We look for
heterogeneity in the estimated hypothesized relationships in our subsample,
focusing on those suppliers with at least one requesting buyer that is a member of
the S&P 500 and FTSE 350. We compare the estimates of our primary model on
the subset of suppliers that have at least one requesting buyer that is a CDLI
member to the estimates on the subset of suppliers that do not have any
requesting buyer that is a CDLI member. The extent to which our results might
generalize to non-participant buyers could be called into question if the
hypothesized coeflicients for these subsets differed, because the population of
non-participant buyers consists disproportionately of non-members of CDLL
Estimating the primary model on these two subsamples yielded coeflicients on
the hypothesized variables that were statistically indistinguishable. Specifically,
Wald tests comparing each coefficient across the two models yielded p-values
that ranged from 0.22 to 0.62. A joint Wald test simultaneously comparing all
hypothesized coefficients across the two samples (y* = 3.50; p = 0.62) also
indicated no significant difference. These results provide no evidence that
undermines the generalizability of our hypothesized results to buyers less
committed to disclosing their own climate change information.

Moreover, simply choosing to participate in the CDP Supply Chain program
might send a sufficiently strong signal to suppliers that the buyer is very
interested in this information. This would imply that our results generalize to all
other buyers who might participate. It would also suggest that our results might
underestimate the true effect on supplier responsiveness of buyers using
scorecards or RFPs to convey their commitment to using this climate change
information in future procurement decisions. That is, if merely participating in
the CDP Supply Chain already communicates some level of commitment, then
the effects of scorecards or RFPs might be attenuated in our context; using these
tools outside of the CDP Supply Chain Program would therefore be even more

effective in prompting supplier responses.
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GENERALIZABILITY TO OTHER SUPPLIERS. Buyers’ requesting climate change
information from a subset of their suppliers might evoke a concern about
whether our results accurately generalize to all of their suppliers. Generalizing to
other suppliers might not actually be an important concern in practice because,
as noted earlier, most buyers in the CDP Supply Chain Program request climate
change information from a subset of suppliers accounting for 80-90% of the
buyer’s total spend on suppliers. Analyzing the relationships pertaining to these
suppliers is not only the feasible set due to data availability, but also the relevant
set because this prioritization approach is widely acknowledged and endorsed by
the Greenhouse Gas Protocol standard governing Scope 3 GHG emissions,
which includes the following guidance: “a company may select suppliers based
on their contribution to its total spend” [65, p. 78].

For those nonetheless interested in the extent to which our results might
generalize to buyers’ other suppliers, logical arguments support the notion that
our results might either underestimate or overestimate an average effect across all
suppliers to our buyers. Our results pertaining to the number of buyer requests
and buyers’ commitment to use shared information in future procurement
decisions might underestimate an average eftect across all suppliers if the
highest-spend suppliers (those sent the questionnaire) are particularly likely to
operate with relative impunity under the assumption that the requesting buyers
are particularly vulnerable to them. In this scenario, compared to the suppliers we
studied, the buyers’ remaining suppliers (those not sent the questionnaire) might
be more responsive, perceiving a greater need to comply.

In contrast, our results might overestimate an average effect across all suppliers
if the buyers represented a particularly high portion of their selected suppliers’
sales. We have no information on the proportion of suppliers’ sales flow to these
buyers and thus have no indication that the chosen suppliers are particularly
dependent on these buyers. In this scenario, the chosen suppliers might be
especially vulnerable to these buyers and would be particularly eager to respond
in order to retain their business, even more so if they received several requests

and if these buyers use climate change in their procurement criteria. The
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suppliers not sent the questionnaire would accordingly be less responsive,
perceiving less of a need to comply with requests from these buyers. To
investigate the extent to which responsiveness relationships based primarily on
largest-spend suppliers generalize to a buyer’s remaining suppliers, or whether
they are under- or overestimates, future research could gather data on how buyers
select suppliers from whom to request information in order to assess differences

in response between suppliers chosen according to different selection criteria.

6.3 THE MODERATING INFLUENCE OF INDUSTRY GHG INTENSITY

ON BUYER PRESSURE

Our primary model (Figure 3.4.1, column (2a)) having revealed no significant
direct effect of supplier industry’s GHG intensity on the propensity to share
climate change information with buyers, we explored the possibility that
industry’s GHG intensity might have an indirect effect via other independent
variables. We examined whether our other determinants of sharing climate
change information differed between suppliers in higher- versus
lower-GHG-intensity industries by estimating our primary model (excluding
industry’s GHG intensity) on two subsamples distinguished by whether the
supplier industry’s GHG intensity is above or below the 6-digit GICS sample
median. The lower-GHG-intensity group primarily included suppliers in the
healthcare, financial, telecommunication services, and consumer discretionary
industries; the higher-GHG-intensity group primarily included suppliers in the
energy, materials, and utilities industries.

The results of estimates on both subsamples (Figure 6.3.1, columns (1a) and
(1b)) yield coefficients on the four remaining hypothesized variables of the same
sign as in our primary model. Whereas Wald tests (column (1c)) indicated that
the coeficients on three of these variables were indistinguishable across the
subsamples, the coeflicients on number of buyer requests statistically differed
(Wald y* = 6.36; p < 0.05), indicating that buyer requests have a larger impact

on the likelihood of sharing climate change information for suppliers in
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low-GHG-intensity industries than they do for suppliers in high-GHG-intensity
industries. Average marginal effects from these models indicate that a
one-log-unit increase in the number of requesting buyers is associated with a
24.1-percentage-point increase in the probability of sharing climate change
information for suppliers in low-GHG-intensity industries and with a
9.9-percentage-point increase for suppliers in high-GHG-intensity industries.
This significant difference was confirmed by estimating (on the entire sample) a
separate model that is akin to our primary model (column (2a)) but also interacts
the number of buyer requests with industry’s GHG intensity, yielding a significant
negative interaction term (f = —0.34; p < 0.05). We speculate that requests for
climate change information might be particularly salient for suppliers in
low-GHG-intensity industries due to their not being as accustomed to examining
their relationship to climate change, causing each additional request to have a
greater effect on the likelihood of their sharing climate change information
(compared to suppliers in industries that are more GHG-intensive). We also note
that coeficients differ on several of the control variables, which future research

could explore.

6.4 PuBLIC DISCLOSURE OF CLIMATE CHANGE INFORMATION

Suppliers that choose to respond to the CDP Supply Chain Program
questionnaire are given the choice of having CDP either share their climate
change information only with the requesting buyers or also post the information
on its public website. We extended our analysis to explore whether the
determinants we hypothesized would influence suppliers to share climate change
information with their buyers would also motivate them to share this information
publicly. Viewing this as a continuum of transparency (nontransparent,
transparent only to buyers, or transparent to all), we created response transparency
as an ordered variable coded o when the supplier did not share climate change

information, 1 when the supplier shared privately by directing CDP to share its
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(1a) ) (o [ _(a) @v)____(9
Functional form: Logistic Generalized Ordered Logistic
Dependent variable: Shared climate change Response transparency
information
Sample: Less More Entire sample
intensive  intensive
industries _industries
Wald | Response  Public Wald
test (privately response test
statistics or statistics
publicly)
Number of buyer requests (log) 1.778**%  0.496* 6.36* 0.804**  0.332* 7.84%*
[0.468] [0.199] [0.176] [0.133]
Climate change as a buying criterion 0.984**  0.650** 229 0.782*%*  0.377** 14.90%*
[0.176] [0.134] [0.098] [0.108]
Median profit margin by industry-country ¢ 1.642 1.019 0.20 1.206* 1.206* n/a
[1.025] [0.924] [0.542] [0.542]
Industry’s GHG intensity (log) 0.052 0.052 n/a
[0.054] [0.054]
Kyoto Annex I country 0.505+ 0.356+ 0.21 0.350%*  0.350%* n/a
[0.266] [0.183] [0.120] [0.120]
Mean buyer requests per industry-year (log) 11.864** 7.865% 0.54 9.086*%*  9.086** n/a
[4.427] [3.154] [2.051] [2.051]
Received CDP Investor questionnaire 0.806* 0.705**  0.06 0.527*%%  0.527** n/a
[0.338] [0.247] [0.150] [0.150]
Received CDP Public Procurement questionnaire 1.370%*%  1.572%* 0.08 0.989%*  (0.989** n/a
[0.524] [0.466] [0.191] [0.191]
Received CDP Supply Chain questionnaire in previous year 1.301*%* 0252 13.86%* | 0.554**  (0.554** n/a
[0.234] [0.157] [0.109] [0.109]
Largest buyer’s revenue (log) ¥ -0.164 0.213%*%  8.49**|  0.104* 0.104* n/a
‘ [0.104] [0.077] [0.053] [0.053]
Supplier’s revenue (log) * 0.162*  -0.057 4.80* 0.066+ 0.066+ n/a
[0.078] [0.063] [0.034] [0.034]
Country’s environmental governance * 0.102 0.267 0.40 0.164 -0.275%  21.60**
[0.196] [0.170] [0.114] [0.122]
Country’s environmental NGOs per million population (log)  -0.740 -0.966%*  0.11 -0.678**  -0.678** n/a
[0.565] [0.372] [0.263] [0.263]
Country’s per capita GDP (log) * -0.291+ 0.117 4.77* | -0.034 -0.034 n/a
[0.151] [0.110] [0.073] [0.073]
Observations 1599 1625 3,226
Companies 1317 1171 2,490
Countries 40 46 49
Log likelihood (Log pseudolikelihood for ordered logistic) -656 -945 -2777
Mean dependent variable 0.43 0.64
McFadden’s adjusted R-squared 0.37 0.08 0.17

Notes: Brackets contain robust standard errors clustered by supplier. “Less intensive” (“More intensive”) denotes subsample of

firms in industries whose GHG intensity is below (above) the sample median. Column (2a) reports the extent to which the

predictor variables shift the dependent variable from not sharing any information to sharing information (shifting response
transparencyfrom 0 to 1 or 2) whereas column (2b) reports the extent to which the predictor variables shift the dependent

variable from not sharing publicly to doing so (shifting response transparencifom 0 or 1 to 2). All models also include

dummies for year 2010 industry dummies, and dummy variables to denote instances in which the following variables were

recoded from missing to zero: industry’s GHG intensityN = 569), largest buyer’s revenu@N = 262), supplier’s revenugN =

2,063), country’s environmental governan@s = 4), and median profit margin(N = 540). “n/a” indicates the Wald test statistic

is not applicable when the parallel-lines assumption is imposed and thus the compared coefficients are identical by construction.

#% p<0.01, * p<0.05, + p<0.10. ¥ denotes variables lagged one year.

Figure 6.3.1: Supplemental regression results.
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response only with its requesting buyers, and 2 when it shared publicly by
directing CDP to share its response with its requesting buyers and to publish the
response online. Our 3,226 supplier-year observations include 1,721 instances of
suppliers sharing climate change information, privately in 734 instances and
publicly in 987 instances.

We predicted response transparency with the same set of independent and
control variables used in our primary model. As with the earlier models, the
Brant test for this model rejected the proportional-odds assumption, which led
us to estimate the model with generalized ordered logistic regression using the
same iterative process described above that identifies the partial
proportional-odds model that best fits the data. As before, our unit of analysis is
the supplier-year. Because we report standard errors clustered by firm, our results
are robust to heteroskedasticity and to non-independence of the observations
from those suppliers that responded in both 2009 and 2010.

The results are presented in columns (22)-(2c) in Figure 6.3.1. Column (2a)
reports the extent to which the predictor variables shift the dependent variable
from not sharing any climate change information (response transparency equals o)
to sharing this information (response transparency equals 1 or 2). Column (2b)
reports the extent to which the predictor variables shift the dependent variable
from not sharing climate change information publicly (response transparency
equals o or 1) to doing so (response transparency equals 2). Column (2c) shows
the Wald test statistics comparing the coefficients between columns (2a) and
(2b).

The results indicate that the same hypothesized variables that have significant
positive effects on sharing climate change information in our primary model
(number of buyer requests, climate change as a buying criterion, median profit margin,
and Kyoto Annex I country) also have significant positive effects on suppliers
sharing this information publicly. Moreover, both indicators of buyer pressure
(number of buyer requests and climate change as a buying criterion) have a
significantly greater impact on suppliers’ decision to share climate change

information per se (column (2a)) than on sharing this information publicly
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(column (2b)). (Wald tests comparing each coeflicient between column (2a)
and (2b), shown in Column 2, yield y> = 7.84; p < o.o1and y* = 14.90;

p < o.o01, respectively.) In one of our interviews, a supplier attributed its
preference to disclose privately to “competitive issues. We do not want to disclose
to our competitors our GHG target and energy usage.” Our empirical finding and
the anecdotal report of competitiveness concerns reveal a potential limitation in

the ability of supply chain climate change initiatives to generate publicly available

data.
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Appendix C

This appendix contains the mathematical proofs of the main results shown in
Chapter 4.
Proof of Proposition 8. We first obtain the condition for the optimal
environmental performance of the B model. We then compare this condition
with those from the RC and SC models. We use backwards induction to solve for

the optimal solution in all thee models.

BENCHMARK MODEL. In Stage 2 the vertically integrated firm chooses p to
maximize supply chain payoff:

max, II5(p, x) = (p — C(x))D(p,x) = (p — C(x))(A — bp + rx). Taking the
derivative with respect to p gives 3%1_13 (p,x) = A+ rx+ C(x)b — 2bp and
aa—;HB (p,x) = —2b < o. Since ITz(p, x) is concave in p for a given x, the best
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response p(x) is given by the first order condition:

A+ rx + bC(x)

plx) = 3 (7.1)

In Stage 1, substituting the expression for p(x) into Ip(p, x), the optimal
environmental performance (x}) is the solution of the following maximization
problem:

(A+rx —bC(x))?

m;tXHB(x) = b (7.2)

RETAILER-CHOICE MODEL. In Stage 3, the retailer chooses p to maximize his
payoff p: max, IIz(p, w,x) = (p — w)D(p,x) = (p — w)(A — bp + rx). Taking
the derivative with respect to p gives %HR(p, w,x) = A+ rx + wb — 2bp and

o . . . . .
op ITx(p, w,x) = —2b < o. Since this expression is concave in p, the best

response p(w, x) is given by the first order condition

A+ rx+ wb

7 (7.3)

p<w7 x) =

In Stage 2, substituting this expression for p(w, x), the supplier maximizes his

payoft by choosing w:

max,, ITs(w, x) = (w — C(x))D(p(w, x), x) = (w — C(x))(4=2+). Taking
the derivative with respect to w gives B%HS (w,x) = —wb + w and
%Hs(w, x) = —b < o. Since this expression is concave in w, supplier’s best

response w(x) is also given by the first order condition

A+ rx + bC(x)

wix) = e (7.4)

In Stage 1, the retailer chooses x to maximize his profit. After substituting the

expressions for w(x) and p(w, x) into Iy, the retailer solves

(A4 rx — bC(x))*
16b .

(7.5)

max [Iz(x) =
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SUPPLIER-CHOICE MODEL. In Stages 3 and 2, following the same logic as the

deterministic RC model, we obtain p(w.x) according to (7.3):

p(w,x) = A++b+wb, and w(x) according to (7.4): w(x) = A+rx:rth(x).

Substituting p(w, x) and w(x) into ITs, the supplier solves
(A4 rx — bC(x))?

Ms(x) = . 6
max ITs(x) max 5 (7.6)

Comparing the expressions in (7.2), (7.5), and (7.6), it is straightforward to
see that the optimal x under B, RC, and SC models are identical. Note that the
feasible optimal x needs to satisfy x € [o, 1], yield non-negative retail price and
wholesale prices (which is always true given expressions (7.1), (7.3), and (7.4)
above), and yield non-negative consumer demand D(p(x), x) > o. Substituting
the appropriate expressions for retail price and wholesale price in (7.1), (7.3),
and (7.4), the consumer demand in the B model is Dp(x) = ‘M ,and the

consumer demand in the RC and SC models is Dg(x) = Ds(x) = A‘*”“%"C(")'

We next solve for the optimal environmental performance x. In all three

models, the maximization problem is equivalent to:
max (A + rx — bC(x))*

Because of our assumption that C(x) is convexin x, (A + rx — bC(x)) is
strictly concave in x, with maximizer defined by the first order condition:
r — bC'(x) = o. Moreover, since a feasible x needs to yield positive consumer
demand, A + rx — bC(x) is positive and concave over the feasible range of x. It
follows that (A 4 rx — bC(x))* has the same maximizer as (A + rx — bC(x)),
and the optimal solution, x™, is defined by ; = C'(x") [ |
Proof of Corollary 4. Substituting C(x) = ¢, + 2¢,x* into the expression for
optimal environmental performance in Proposition 8, ; = C'(x*), gives
7 = o, Assumption 4 ensures that x* € [0, 1]. [ |
Proof of Corollary 5. The optimal retail price from the B model follows directly

from (7.1) in the proof of Proposition 8. The optimal retail price of RC and SC
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models is obtained by substituting the expression for w(x) from (7.4) in the

proof of Proposition 8 into the expression for p(w, x) from (7.3) in the proof of

3A+3rx+bC(x)
4b

which, according to the non-negative demand

Proposition 8. This yields p(x) =
and py, py — p is 2EE )

condition in the proof of Proposition 8, is positive. |

. The difference between p};(: p;)

Proof of Corollary 6. The optimal payoft of the retailer, the supplier, and the
vertically integrated firm follows directly from (7.5), (7.6), and (7.2),

respectively, in the proof of Proposition 8. The total supply chain profit is
Tk (x*) 1 T (x*) _ (A4ra*—bC(x*))* + (A+ra*—bC(x*))> _ 3(A+ra*—bC(x™))* m

16b 8b 16b

Proof of Lemma 2. We rewrite the ordering quantity in terms of safety stock s,
where g = A — bp + rx + s. Substituting ¢ for C(x) for the vertically integrated
firm and substituting t for w for the retailer, the problem of choosing retail price
and stocking quantity (Stage 3 of the RC model or Stage 2 of the B model)

becomes:

maxIl = maxE{p(A—bp+rx+e)} —t{A—bp+re+s) —E{h(s—¢)}
pss ps

= n;e:x(p —t)(A—bp+rx) + E{pe} —ts — E{h"[s — ] " +

h™[e—s]"} (7.7)

Where E{h*[s — ] + h™ [¢ — 5|7} can be written as:

—0o0

= [ g ant [ e aen [T de-
v [ ) a

= htsF,(s) —h" /_S efy(e) de + h™ /oosfa(s) de —
hs(1— Fq(s)) (7.8)

= [ o den [ @

By Theorem 9.2.2. in [130], given the wholesale price w and level of
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sustainability feature x, the optimal selling price for stochastic, additive demand
case equals optimal selling price for deterministic demand case. Thus,

A+rx+th

p(t,x) = T (7.9)

Substituting expressions in (7.9) into (7.7), we solve for the optimal safety
stock level. Since the first two terms of (7.7) are independent of s, the optimal

safety stock level is found by maximizing the following expression and using

(7.8):

maxIT = max—ts — E{h"[s — ¢t + h[e —s]"}

N

= max—ts — h'sF,(s) + h* /_s ef,(e) de —h™ /Oosf(,(e) de +

S

h™s(1— F,(s))

Taking derivate and using Leibnitz’s Rule,

0 -~

5 = = HE(s) + b (- Fo(s))
g;ﬁ = (")) <o

Since this expression is strictly concave in s, the optimal safety stock level is given

by the first order condition:

R() = it (7.10)
¢ =st) = F <;‘+_T_ht_) (7.11)

Lemma 7 Given the safety stock and retail price defined by Lemma 2, the retailer’s
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payoff can be re-written as a function of x and w as

HR(W, x) =

_ 2 F, ' ;’77_’1
M—i—iﬁ/ (++h )Sfa(ﬁ) de —

4b

—0o0

h™ /FC’O )sfa(s) de (7.12)

and the vertically integrated firm’s payoff can be re-written as a function of x as

) = BB ( )sfg@ o

4b o
h/ oo Fele) de (7.13)
Fo (W)
Proof of Lemma 7. Withs* = s(t) = F,"* <h;f+ht_ ),we have

—ts* — h™s*F,(s*) + h™s*(1 — F,(s*)) = o, and together with (7.9) and

E{pe} = o, substituting these expressions into IT gives:

M) = AEEZ07 4 /F;I(hh++;t_>ef,,(s) de —

= "

—0o0

h™ /FOO )sfg(s) de (7.14)

To obtain the retailer’s payoff, ITg (w, x), substitute w for t. To obtain the payoff of
the vertically integrated firm ITg(x), substitute C(x) for . |

Proof of Proposition 9. We use backwards induction to find the optimal
solution for the B model. In Stage 2, using the results from the proof of Lemma 2
and substituting C(x) for t, the retail price is defined by the following best
response p(x) = ’H#bc(x)b. Similarly, the safety stock is s(x) = F,* (hh_+j:i;(f)> .
In Stage 1, substituting these expressions into the payoff of the vertically

integrated firm gives the expression (7.13) in Lemma 7. When demand is
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uniformly distributed, F* (hh%if)) =03 < ( = +ch(x)) — 1) and
= . Substitute C(x) = ¢, + 2¢,x*. Also, since the vertically integrated
fO) =175 : y integ

firm’s payoff is parameterized by o, rewrite I1p(x) as I1p(x, o). The vertically

integrated firm thus solves:

(A+rx— C(x)b)? (h= — C(x))(h" + C(x))

Mp(x,0) = b — /30 W+ b
_ ((A—cob) 4 rx — 1cbx*)?
= 5
(h™ —co = 2e®)(h" + o + 2ea?)
Ve W+ b
b(h" +h7)+ 430\ L | . e\
- ( sy )@ (T) o
_i _ (A — bco)e, n Vaoa (bt —h™ +2c) |,
4b 4 2(ht 4+ h7) x
(A— bco)r] .
i 2b
_A—boz 30(ht 4+ ¢)(h™ — ¢
(A=be ool + )l — -
4b ht +h

Taking the derivative with respect to x gives:

9 ye0) = (b(h++h )“\f")(l) . —<ﬁ)x2+

Ox (ht+h7) 4
_i (A= bc)e \/_acl( —h™ +2¢,) N
2b 2 h*t +h~ ¥
A — be,
(A —beo)r (7.16)
2b
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And taking the derivative with respect to x and o give:

0 V3ax(ht —h™ 4 2¢, + c0*)
Mp(x,0) = P (7.17)

Suppose there is a unique maximizer of I13(x, o) for a given o, x3(o). By the
monotone comparative statics theorem due to Topkis [141]", if
B 80 =5-TIg(x, o) > o, then x} () is increasing in 0. On the other hand, if

8xaa IIp(x,0) < o, then xj(c) is decreasing in x.

The payoff I13(x, o) is a polynomial of degree 4 with positive leading
coeflicient, which is first decreasing, then increasing, then decreasing, then
increasing in x. To guarantee unique maximum xj(c) for each o, it is sufficient,
though not necessary, to restrict QHB(O o) > oand ,QHB(l o) < o. Itiseasy
to see that 2- 5:118(0,0) = (A—bC")r > o (by Assumption 4) forall 0. At s = o,
—HB(l o) = gA+r— cob —b)(r—cab) <o (byAssumptlon 4). Since
axaa =-TIp(1,0) < oforh™ — h™ > ac, + ¢,, it follows that 5118 (1 o) < oforall
ocifh™ —ht > ac, +¢,. Ifh™ — h™ < ac, + ¢, it follows that HB(l o) >o
and there is a unique maximum as long as o is not too large. Spec1ﬁcally,

(A—bco)*(h"+h7)

o < min{7, 0, }, where o, = +/3b0 Teo) (i~ —) 18 the maximum ¢ such that

Ilz(x,0) > oforallx € |o,1], and 7 is the maximum ¢ such that the payoff at

x = 1is smaller than the payoff at the local maximum. We have
(A+r—bco—2bc,) (be,—r) (W +h )
2/3bc, (ht —h™ +aco+c;)

Given the above characterization, there is unique x5 (o) for each 0. Moreover,

Ql
V

= 7, where [13(1,0) = o.

x3(0) isincreasing in o if (hT — h™ 4 2¢, + c,x5(0)*) > o. Since

Wt —h™ + 2¢, + 2c,45(0)* increases in x5 (), if at o = o it is true that

(bt — h™ + 2¢, + 26,x5(0)*) > o, then (h" — h™ + 2¢, + c,x5(0)*) > oforall
o > oand «}(0) is increasing in o for all ¢ > o. Conversely, x5(c) is decreasing

incifatc = o, (h" — h™ + 2¢, + 2¢,x5(0)*) < o. Moreover, x5 (0) is constant

'Let X C R be compact and T a partially ordered set. Suppose f : X x T — R hasincreasing
differences in (x, t), and is upper semi-continuous in x. Then (i) for all £, x(¢) exists and has a
greatest and least element %(t) and x(t); and (ii) if ¥ > t, then x(¢') > x(t) in the sense that
() > x(t) and x(¢') > x(¢).
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inoif (h" —h™ 4 2¢, + 2¢,45(0)*) = 0. At ¢ = o, the optimal environmental
performance is x* = x3(0) = ¢~ Thus, it follows that if we let
Kp = 2¢, + Cl(chl)Z = 2¢, + bﬁ—;, then «} (o) increasesin 0 if h~ — h™ < Kj,
x3(0) decreasesin cif h~ — ht > K, and &} (o) is constant in ¢ if
h™ —h* = Ks.

[
Proof of Proposition 10. We use backwards induction to solve for the optimal

solution. In Stage 3, using the results from Lemma 2, we obtain
p(w,x) = A++b+’”b ands(w) = F,* ( h”—w ) In Stage 2, substituting the

h=+ht
expressions from Stage 3 into ITg, substituting the expression for uniform

distribution into s(w), the supplier’s maximization problem becomes

max,, [Tg(w, x), where

Ts(w, ) = (w—C(x) (““ (i) - (i) )

Taking the derivative with respect to w gives:

D - (A2 ) (0 )

Ow 2 h=+h* h=+h*

=) (24 2002
- Msg(w,x) = — (b+L\/§) <o

Oow* h=+ht

This expression is concave in w for a fixed x. Thus, for each fixed x, the best
response w(x) is given by the first order condition below. Note that w(x) is

clearly positive since '~ — h™ > o and that w(x) increases in x.

(A+rx)(ht +h7) +20,3(h" —h")  C(x)
2(b(ht 4+ h™) + 40,/3)

w(x) = (7.18)
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In Stage 1, substituting this expression back into the supplier’s optimization
problem, we obtain ITg in terms of x. Since the payoft is parameterized by o,
rewrite I[1g(x) as I1g(x, o). The objective thus becomes: max, I1g(x, ¢) =

et A oA ) (b a0y :
<z(b(h— +h+)+4a\/§)> <Z R == e (; + h—+h+> C<x)>

A solution x is feasible if x € [0,1],w — C(x) > o,and A — bp + rx +s > o.

It can be shown that the latter two conditions are both equivalent to

(é AV Ui 0 = (b 4 203 ) C(x)) > o. Next we substitute

2 h—+ht 2 h+ht

C(x) = ¢, + 2c,x*. Rearranging the terms, the objective function is reduced to:

h™ + h*
m;.xl‘[s(x, 7) = (2(b(h_ +ht) 4 40,/3)

where
i( )_A—bco oy/3(h~ — b — 2c,)
7= 2 h= + h*
B(o) =~
2
- bc, cr\/gc1
Cloy=""+ (m)

Following the same logic as the proof of Corollary 4,
(A~ (0) + B(0)x — C(0)a?) is strictly concave in x with maximizer
fc((i)) = (hl(fr';:j )P;) J57e, Also, the maximizer of (A(o) + B(o)x — C (a)xz) is

e, (h:(;:;:;:?; N because (A(0) + B(o)x — C(0)a?) is positive over the feasible

region (since the stocking quantity is restricted to be positive). Thus, the optimal

Lk . r(ht+h7)
solution is x3(0) = be O H) Taviee” |

Proof of Proposition 11. We use backwards induction to obtain the optimal
solution. In Stages 3 and 2, proceed in the exact same manner as in the proof of
the SC model (Proposition 10), which we obtain s(w) = F.* (J‘:ﬁ) )

_ Adrxtwb _ (A+rx)(hT+h™)+20,3(h~ —hT) C(x)
p(w, x) = Afxtnb 2b+ ,and w(x) = z(b(h++h_)+4:\/§) + =

159

www.manaraa.com



In Stage 1, substituting these expressions into ITg gives the retailer’s payoft in
terms of x. Since Iy is parameterized by o, we write

ra—w(x)b)* “—w(x +4w(x
[y, o) = (ASE-rID: _ g i i), g 1, s, ) =

(Atrx)* w(x) |:A-‘,;rx + \/iv(h*—hﬂ} —G—w(x)z <§ + V30 ) _ \BohThT

4b h=+ht W4k~ nth
Substituting the expression for w(x), C(x) = ¢, + :¢,#%, and rearranging gives:

b(h++h— o\ /., re,
(%, 0) = {(%) (cl)] xt— s 4

[ 34/3077 (A— bn:o)c1 V3oe (W —h™ 42c,) 2
i - GRS ]x +

(4b) (b(hT+h~)+40./3)

1 Ar(h++h7) 2\/50'A1’ 3\/§UV(h+—h_) rCo
b(hT Th—)tav/30 ( 8 LA 4 > - T} X+

% (% — ﬁ1>2 th‘iZ_ (h_ ) (h+ + ﬁ/)} , where
A(hT+h™)+2,/30(h~—h™T)

w= PR Ewly e <. Taking the derivative with respect to x yields:
b h++h7 + o 2 VCl 2
(981_[ ( ) |:( ( 16(11""J2h—4’3/g > (C1>:| X — 3 +
r_ 3./301* (A bco)c1 Vaoa (T —h™ac,)
[ b T (b)(b(hT+h)+a0y/3) + T }’“L

Ar(ht+h7) 2\/§(rAr 3/30r(ht—h™) reo
b(h++h*)+4\/§a< 8 =t 4 ) g

And taking the derivative with respect to x and o yields: 8x%fl‘[ r(x,0) =

 WBxa — > 3y3r(hT+h™) 2A+2rx+b(hT—h™))
ey (B = e - ax) 4R +h ) T4y/30)? '

Suppose there is a unique maximizer of Il (x, o) for a given o, x3 (o). By the

monotone comparative statics theorem due to Topkis [ 141]? if
axaﬂ IIg(x, 0) > o, then x}(0) is increasing in . On the other hand, if
mHR (x,0) < o, then x}(0) is decreasing in x.

The payoff IT (x, o) is a polynomial of degree 4 with positive leading
coeflicient, which is first decreasing, then increasing, then decreasing, then
increasing in x. To guarantee unique maximum x (o) for each o, it is sufficient,
though not necessary, to restrict HR(o o) > oand HR(l ) < o. Using the

same logic as in the proof of Proposmon 9, this can be done by choosing o not

*Let X C Rbe compact and T a partially ordered set. Suppose f : X x T — R hasincreasing
differences in (x, t), and is upper semi-continuous in x. Then (i) for all £, x(¢) exists and has a
greatest and least element %(f) and x(¢); and (ii) if ¥ > ¢, then x(¢') > «x(¢) in the sense that
%(¢) > x(t) and a(¢) > (1),
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too large.

(%}

~ ~ ——ht)— . iy
x> x,)andx, = W (the second term of %HR(& o) is positive for

Define #, = |/"—=""=2¢ (the first term of %HR (x, o) is positive for

x > x,). We first see that if x* > «, and x* > «, then %HR(x, o) > oforallo

(since both terms are positive at x* when ¢ = o, and are positive for all
ol
b2c,

can be writtenash™ — h™ < %‘ + ;’: , the sufficient condition for
o]

555 11r (%, 0) > o, or for x (¢) to be increasing in o, is h~ — b < 2¢, + %

x*(0) > «*). Since x* > &, canbe writtenash™ — ht < 2¢, + and x] > «x,

Similarly, the sufficient condition for %HR (x,0) < o, or for xj3(c) to be

2r*
b2c,”

decreasing in 0, is x% < «, and x} < «,, which translatesto h~ — h™ > %‘ +

Proof of Proposition 12. Suppose the optimal solutions of the B, SC, and RC
models are obtained according to the proofs of Propositions 9, 10, and 11
respectively. We compare the optimal solutions between the models by

comparing the slopes of the payoff.

We first compare the solutions between B and SC models. Note that these
solutions are obtained based on the restriction that there is a unique maximizer at
which the derivative of the payoff with respect to x is zero. Consider the optimal
solution of the benchmark model. The optimal solution x} () needs to satisfy
%HB (x3(0),0) = 0. Any x < xj(0) will yield positive slope %HB (x,0) > o,
and any x > «(0) will yield negative slope %HB (x5(0),0) < o. Thus, we can

use the sign of the slope %HB (x$(0), o) to compare x§(0) and x5 (0).
r(ht+h™)
be,(hT4-h=)+4./300,
(7.16) yields the following: %HB (x5(0),0) =

[(b(h++h_)+4ﬁa> (Cz)] ( (it +h) )3 B (3_> ( (it +h) ) N
4(ht+h) 1 be,(ht+h=)+4,/300 4 be, (Wt +h=)+4,/30¢

7 (A-bo)a + Vi3oe (Wt —h~42c,) r(ht+h™) (A—bco)r
2b 2 ht+h— be,(ht+h~)+4./30¢ 2b :

further yields the following expression:
9 . . 2/30r(hT+h™) ~ a(2A—b(h——hT))
21 18(x5(0), 0) = (bcl(b(h++h*)+4\/§cr)) <b(h++h*)+4\/§cr M) ) :

Substituting x3 (o) = into the expression for 2-ITp(x, ¢) in

Simplifying
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Ifh™ — h" < 2, then £T15(x}(0), ¢) > o forall o, which implies that

xp(0) > x§(o) forall o. If h —ht > b—cl, then the expression

+ C(u:(;fjr(i;_;' D i negatlve for all o (since it is negative when

b(h++h )+4\fcr
o = o), which implies x5 (o) < x%(c) for all o. Suppose

2 <hT —hT <2+ 2, then define ¢ = (4 [(ab) A—b(h —hF))+ar]

(4v/36) (b(h~ =) —24)
a(2A—b(h~—ht * « ~
such that b(h++h_)+4\/§& 4 al 2(h+(+h_) ) — 6. Then, xp(0) > «§(0) foro < g,

x5 (0) = x§(0) for 0 = 6, and x5(0) < x§(0) foro > o.

>0

We next compare the optimal solutions of the RC and SC models. As above,

we use the sign of the slope %HR(@ (0), o) to compare x3 (o) and xj (o).
r(ht+h7)

be, (Wt +h=)+4,/30¢

Proposition 11 yields the following:

9 . | (et R +avae (o r(h 4h) ’
5 Ir(x5(0), 0) = {(W) (Cl>] (bﬁ(h“rh’)ﬂ\/i“l) B

re, r(ht+h~) e 3307 r(ht +h")
31_6 (bcl(h++h*)+4\/§a'c1> + |:8b + (2b)(b(ht+h— )+40'\/§)i| <bcl(h++h*)+4\/§crcl> +

_ (A—bco)a + V3oe (Wt —h~+2c,) r(ht+h")
8 4(ht+h—) be, (ht+h~)+4./30c

Substituting x5 (o) = into the expression for %HR (x,0) from

Ar(ht +h~ A Wt —h—
b(h++h_1)+4\/§o < al 8+ ) 4 2‘/? "+ 3\/5‘”(4 1) — =, which reduces to:

F) " . 2/30r(hT+h™) ” a(2A—b(h~—hT))
5 r(%5(0), 0) = (bcl(b(h++h*)+4\/§o)> <b(h++h*)+4\/§a R ) :

This is the same condition as the one above. Thus, if i~ — ht < 22
xx(0) > x§(o) forallo. Ifh~ — bt > %‘ + %, xy(0) < x§(o) forall 0. If
2 <hT =Wt < 3+ 3, then, a3 (o) > x5(0) for o < 6,23 (0) = x§(0) for

o= 0,andx}(0) < x%(0) foro > 0.
Next, we compare the solutions of the B and the RC models. For each o, it
follows that 5:15(x5(0), o) = o. Since

or(2A+(hT —h ™ )b+arx T *
—HR(x o) = ——HB (x,0) + 3\/ib(§7(h+-(i-h_)+4z/§0') ), Substituting x = x5 (o)

into ; HR(x o) gives

3y30r(2A + (Wt — h7)b + 2rx3(0))
4b(b(h™ + ™) + 4,/30)

ST (53(0), ) (7:19)

Using the same logic as above comparisons, it follows that xz () > x5(0) if
%HR(.?CE(O'), o) > oand x}(0) < xp(0) 1f HR(xB( ),0) <o.lIf
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h™—ht < %, then (7.19) is positive for all (o) > o, so xg(0) > «}(0) for all
o.Ifh™ —ht > % + Z—i, then (7.19) is negative for all ¢ > o since it is negative
ataj(o) = a* = 3 and x5 (o) is decreasing in o within this range (by
Assumption 4). Thus,if h~ — ht > 2 4 ;—: then x} (o) < x5(0) forall o
Suppose 2 < h™ — bt < 22 4 Z—Z, then (24 + (hT — h™)b + 2rx5(0)) is
decreasing o since x} (o) is decreasing in ¢ within this range. Substitute ¢ = 0,
then we can see that (24 + (bt — h™)b + 2rx%(5)) = o and it follows that
x3(0) = «5(0). Thus, if 22 < b~ — bt < 2 4 Z—Z, then xj (o) > x5(0) for
o < 0,x3(0) = xp(0) = x§(0) for o = 7,and xj (o) < x3(0) foro > 0.

LetK = %,andkﬂ = % + b’f;
straightforward to see that if i~ — ht < K, (o) > ay(0) > «%(0) foro > o.
IFK < b~ —h* <K', thenthereis ¢ = (rHe0an b i iar) g ch
thatx} (o) > x5(0) > a§(0) for o < 0, x5(0) = x3(0) = x§(0) foro = 7, and
x4 (0) < x5(0) < x5(0) for o > 6. Lastly, when h~ — h* > K, then
xy(0) < ap(0) < x§(c) forall o.

. Then, from the results above, it is

Proof of Corollary 7. From Propositions 10 and 11, for both RC and SC
(Aﬂx)zi;;:hiﬁh)jﬁf\(/g - 4 @ and the relationship between

wandpis p(w,x) = Jr’f—;wb. Thus for both RC and SC models:

models, w(x) =

A+ (At m)(hT+hT) +2\/30(h7 — k')
pl) = b 4(b(ht + h™) + 4./30)

(7.20)

The retail price p(x) is increasing in x. Thus, the relationship between the retail
prices of the RC and SC models is the same as the relationship between the

optimal environmental performances between the RC and SC models.
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From the proofs of Propositions 10 and 11, the stocking quantity is of the

form:

 [A4rx o3(hT —hT) b 20,/3 '\ C(x)
1) = ( 4 N 2ht +ho) (;+h_+h+) 2 )7'21)

for both RC and SC models. From the proof of Proposition 10, x§ () maximizes
g(x) > o for each o. Since g(x) is strictly concave, any x5 (o) # x%(0) will give

lower stocking quantity.

[
Proof of Corollary 8. From Proposition 12, x3(c) # (o) for o > o. Since
ITx(x, o) has a unique maximizer (), it follows that any different
x5(0) # x} (o) would result in smaller payoff for the retailer.

[

Proof of Proposition 13. Consider the following contract applied to the SC

model:

1. Supplier shares portion (1 — ¢) of the cost of mismatched demand

E[h(q — D(p,x,¢)]
2. Retailer shares portion (1 — ¢) of the revenue pD(p, , ¢)

3. Supplier modifies its wholesale price to w, (x)

In Stage 3, the retailer solves:

max pD(p,x, s) - W‘P(x)q - @E[h(q - D(p’ X, 5))] - (1 - ‘P)pD(p7x7 5)

p:9q

= 9 (pD<p7 X, 8) - E[h<q - D(p, X, 5))]) - W<P(x)q (7'22)
In Stage 2, the supplier’s objective function is:

s = (we(x) — Clx))g — (1 — ¢)E[h(q — D(p, x,¢))] +
(1 - (P)PD(Pa X, 5) (7-23)
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Choose w, (x) = oC (x) Then the retailer’s optimization problem becomes:

max ¢ [pD(p,x,¢) — E[h(q — D(p,x,¢))] — C(x)q] . (7.24)

p7q

and the supplier’s optimization problem becomes:

mxa.x (1 - (P) [p(x)D@(x),x, 8) - E[h(q - D(p7 X, 5))” -
(1 — ¢)Clx)q(x). (7.25)

Both the retailer and the supplier maximize a fraction of the objective
function of the vertically integrated firm (B model). Thus, the retailer will order
and price according to the vertically integrated firm, and the supplier’s optimal
environmental performance level is that of the vertically integrated firm. [
Proof of Proposition 14. The retailer would choose a seal of approval label over
an information label if TTg (x,,) — IIg(x%(c)) > L, in the case where the retailer
leaves environmental performance decision to the supplier, or if
Tg(%,,) — Ig(x}(0)) > Lin the case where the retailer chooses the
environmental performance decision for the supplier. Let’s use x*(¢) to
substitute for both «3 (o) and % (). Then the benefit from seal of approval label
TIg(%,) — Hg(x*(c)) — L = Ais given by

b(ht+h— o 2 " re, .
A = |:<_( 64—é_h—+4)‘:j;/§ ) (Cl):| (xfn — (x (a))4) - (axin — (x (0))3) +
—bco)c, oc,(ht —h~ 42¢, 2 « N
[_ = 16 ) + o sgh++h—;r )] (xm - (x (0)) ) +

1 Ar(ht+h7) 2.,/30Ar Vaor(ht—h™) *
b(h++h—)+4\/§cr( e e )} (axp, — x*(0)) —

rco * r* 3 /307 2.2 * 2
() (an = °(0)) + | 5 + Gmirrms | (@ — (7(0)) —L
It is straightforward to see that %A < o. Taking the derivative with respect

to a gives %A > o. As for behavior with respect to x,,, A is a polynomial in x,, of
degree 4. In order for us to be able to find an optimal solution, we restrict

ourselves to ¢’s that are not too large, so that A is concave in x,,.
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Proof of Corollary 9. Suppose demand is deterministic. Fix a. Then the

maximal benefit obtained from the seal of approval label is attained when x,,

(A+arxm—bC(xm))*

maximizes fIR(xm) = 16b

. Using the same derivation as in
Proposition 8, x;,, = ;. Thus, the maximum benefit attained from a seal of
approval label (given that we have some freedom to change x,,) is

. . (A—beot+ 22 )> — (A—beo+ L )*

[g(xf) — Mg(x*) — L = — L. Define L(a) to be the

2bc, 2bcy
16b

maximal additional cost such that ITg (x ) — ITg(x*) — L(a) = o. Then,

L(a) = (Afbco+%)zf(Afbco+z;;)2.

16b

Fix a and L. The retailer prefers a seal of approval label when
I, — I — L > o. Using the expression from Corollary 6 and substituting

C(xm) = co + 2c,x7,, this expression translates to
2
(A—beotarxm—1baxy)* (A—bcot+-)?
16b 16b

(A — beo + arx,, — 2bexl,) > \/(A — be, + 4’711)2 -+ 16bL since

— L > o. This reduces to

(A + arx,, — bC(x,,)) > o for all feasible x,,. Rearranging the terms give a

quadratic equation in x,,

o > (ibcl) 7, — (ar)xy, +
2

4bc,

\/ (A be, + ; J* 4 16bL — (A — bco)] C (726)

The optimal value is x;, = ;((7”; = jc- Let

g(a,L) = \/ZZ — bicl {\/(A — be, + 4’7261)2 +16bL — (A — bco)} . By
obtaining the roots of the quadratic equation in (7.26), it follows that seal of
approval labels are preferred by the retailer when x,,, € (x,,, X,,), where

x, = x, —g(a,L) and x,, = «%, + g(a,L). Since g(a, L) is increasing in a and

decreasing in L, the range X, — x,, is expands in a and contracts L. |

Proof of Corollary 10. Recall from Corollary 9 that when demand is

deterministic L(a) = ITg(ax*) — IIg(x*). Fixo > o. Define L(a, o) in a similar
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way based on the proof of Proposition 14: L(a, ¢) = IIg(%5(0)) — Tg(x*(0)),
where %} () is the maximizer of T, x*(¢) = «%(0) if the retailer leaves the
environmental performance decision to the supplier, and x*(0) = x}(0) if the
retailer chooses the environmental performance for the supplier. From
Proposition 14, ITg (%% () ) increases in a for a given ¢, and is smallest when

a = 1. Define L*(¢) = L(1, o). Then, for a fixed 0, L*(¢) is the “minimum upper
bound”, below which it is always feasible for the retailer to prefer seal of approval
label over information label regardless of a. In the deterministic demand case,
L*(0) = o,sinceata = 1, IIg(ax*) = ITg(x*). In the stochastic demand case,
L*(0o) = owhenx™(0) = «}(0) but L*(0) > o when x*(¢) = x§(c) due to
Corollary 8. Thus, L*(¢) > L*(0) Vo.
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